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Introduction to real aperture array radar

Ulrich Nickel1

The evolution of radar proceeded in a number of steps, of which each had a
fundamental effect on the performance. In the beginning, the radar was built using all-
analogue technology with an analogue display. Information extraction was performed
at that time by adjusting the dynamic range of the cathode-ray display. A big
improvement was obtained when the output data after analogue filtering and signal
processing were sampled and digitized. This allowed some post processing of these
data. A number of detection techniques with different algorithms and adaptive
thresholds could be implemented. The algorithms could be changed by software if
necessary. Digital displays provided a clear extraction of the relevant information.
With the increasing availability of fast analogue-to-digital converters and computers,
the point of digitization could then be shifted more and more towards the antenna such
that programmable filters and signal processing algorithms could be applied. This
allowed to apply all the flexibility of digital signal processing in the time domain.

In parallel, a major step was achieved by sampling and digitizing data in the
spatial domain as well. This started the era of antenna-array processing. Even if
certain reduced forms of spatial samples are digitally available, this concept may
offer new options: digital beamforming with different weightings and pattern shap-
ing, adaptive beamforming, mismatched spatial filtering, multi-target filtering and
super-resolution. These are the concepts that are considered in Part I of this book
‘Real Aperture Array Radar’. The efficiency of these real-aperture-array-processing
methods depends strongly on the kind of spatial sampling. We may have fully filled
arrays, sparse arrays, arrays with partial digital beamforming using sub-arrays and
linear, planar or volume arrays. Therefore, the array configuration has to be con-
sidered in combination with the spatial processing algorithms. Furthermore, the
processing methods in time and space have an implication on the resulting parameter
estimates as well as on the target detection performance. Therefore, the array con-
figuration and the aspects of detection and estimation have to be considered jointly.
With digital signal processing, different methods resulting from different optimality
criteria can be applied for each radar application, and it is possible to switch rapidly
between different applications or radar modes. This is the concept of multi-function
radar, which is a key application of real aperture array radar.

1Fraunhofer FKIE, Germany



The third jump in radar technology was by overriding the fixed spatial sampling
scheme given by the mechanical setup, and this was achieved by spatial sampling
sequentially in time in a defined sequence. This opens a great flexibility and leads to
the big field of synthetic aperture radar (SAR) and inverse SAR. Applying these
principles also on transmit signals opens the field of multiple-input–multiple-output
radar. The theory of compressive sensing provides the theoretical background of
proper and efficient sampling and processing of such 2D data fields. All these novel
radar techniques will be considered in Parts II and III of this book. Actually, most
techniques for real aperture array radar will also be applied in a modified form for
the novel techniques, too. In this sense, the first part of this book provides the basis
for the subsequent parts.

The task of modern radar is not to simply detect a target. The radar should
provide relevant information of all features of interest of a target, where it depends
on the specific application what the relevant information is. This requires the
development of a mathematical model of the target and then to estimate the feature
parameters of this model. The target dynamic behaviour is of particular interest, but
other features like the radar cross-section, micro-Doppler fluctuation may be of
interest too, e.g. for classification. Estimation of the dynamic target parameters is the
topic of target tracking which is considered in Part II in Volume 2 of this book.
Modern Bayesian tracking algorithms offer the possibility to exploit all kinds of
information about the target and the environment. For optimum performance, all this
information should be exploited. Such information can be gained by learning with
the radar itself, or from other additional sensors or radars. Thus, we are led to netted
radar systems and multiple sensor systems for which one has to apply intelligent
sensor-data-fusion techniques, which is a topic of Part II in Volume 2 of this book.

A radar system with digital processing is able to switch between different
modes of operation. A system that exploits adaptively all information about the
target and the environment and which controls the radar operational modes adap-
tively according to this information has been termed ‘cognitive radar’ [1]. This
feature is in fact the objective of a ‘novel-radar’ system to be considered in this
book. It comprises the tasks of information extraction from different sensors and
from big data bases, information processing and sensor-fusion techniques and
adaptive control of all involved sensors. There is no cookbook on cognitive radar,
but this present book can provide various aspects of such a system. The critical
feature of a cognitive radar is that various constraints have to be fulfilled resulting
from the hardware, the platform or the environment. In reality, the constraining
requirements are often contradicting. The art-of-radar-system engineering consists
of handling these constraints by matching the different hardware and software
components of the system to fulfil the requirements in a good compromise. The
antenna, signal processing, data processing, operational modes, resources and time
management must be carefully designed in this sense.

What has all this to do with real aperture array radar? In fact, the real aperture
radar already includes many aspects of novel, cognitive radar in a nutshell. It is the
objective of the first part of this book to give an introduction to these problems for
the more simple case of a real aperture.
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Chapter 1 is quite comprehensive, and it serves to provide the relevant
knowledge about array radar. It does not contain too much detail but covers the
basic knowledge and interrelations between the processing blocks. The objective is
to give a unified view of the related problems rather than introducing the latest
novel algorithms. The issues of interest are the generic algorithms, the relations to
the antenna design, the influence of hardware components, an analysis of the
parameter estimation and detection problem, the relations to target tracking, the
special features of applications and system operational modes and system control.
Much emphasis is laid on the aspects of adaptive processing. For this case, parti-
cular relationships to the antenna configuration and the hardware features are
evaluated and the detection and tracking procedures are reviewed. From a system
design viewpoint, a key requirement of any adaptive processing is a well-defined
behaviour and system predictability.

Chapter 2 considers combined space-time adaptive processing (STAP) for air-
borne radar application. Usually, adaptation is based on a second independent-training
data set and on the assumption that the interference scenario is stationary over the
processing time. In this section, an alternative interference cancellation technique is
presented with minimal training data taken from the same range cell. Such ‘single-
snapshot’ or ‘direct-data-domain’ techniques can overcome the problems of statio-
narity and limited sample support of standard adaptive processing, but they are also
prone to deficiencies like target self-nulling. Direct data domain STAP is thus a good
example of finding an improved solution satisfying different contradicting constraints.
This is again a case where the simple real-aperture-array radar can provide examples
of novel approaches that may be applicable to the more complicated techniques in
Parts II and III in Volume 1 and Parts I and II in Volume 2.

Chapter 3 provides the state-of-the-art of multi-function radar and of the
management of the radar operational modes. Multiple-mode operation is today the
most attractive feature of real aperture array radar. The management of all possible
modes, full exploitation of the hardware resources, efficient use of the data and
communication resources is a problem of high complexity. At this time, we are just
at the beginning of understanding and exploiting all the possibilities in this area.
Consequently, this topic will be revisited and extended in some sections of Parts I
and II of Volume 2.

With the mixture of relevant topics in the five parts of this book, I am confident
that this book will give a valuable contribution to the radar community. If this book
will eventually become a success, this will be to a great deal due to my colleague
Richard Klemm who had the idea of compiling this kind of book and who managed
the editorial process together with the excellent support of the IET publishing
department.

Reference

[1] S. Haykin: Cognitive Radar, IEEE Signal Processing Magazine, January
2006, pp. 30–40.
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Chapter 1

Target parameter estimation
and array features

Ulrich Nickel*

Abstract

The primary objective of this chapter is to introduce the basic array signal processing
methods. If such methods are to be implemented in a radar one has to take into
account the particular interrelationships of the different radar processing blocks and
one has to adapt the related processing. Therefore, another objective of this chapter
is to analyse these problems. The antenna array has to be designed to fulfil all
requirements of the radar which is typically a multitasking system. In fact, the
requirements can often only be fulfilled in a compromise. These problems are
pointed out. The principal array processing methods of deterministic pattern shaping
and adaptive beamforming are presented as complementary techniques to be con-
sidered together. It depends on the application whether more emphasis is put on low
sidelobes or on adaptive nulling. Angular super-resolution methods are presented as
a special mode for critical tasks. It is shown that combining detection and monopulse
estimation with adapted beamforming results in mutual influence that has to be
accounted for. Most important are the implications on tracking algorithms. From
these a number of rules for the radar management are derived. Results and conclu-
sions presented in this chapter are not definite design rules but should be considered
as exemplary to provide awareness where problems may arise.

1.1 Introduction

Publications on array signal processing have appeared for decades. Books,
conferences and special sessions are devoted to this topic. However, there is a
discrepancy between the large number of published papers and the few methods
implemented in existing radar systems. One of the reasons may be that all

*Fraunhofer Institute for Communication, Information Processing and Ergonomics (FKIE)1, Germany
1The main part of this work was performed while the author was with the Fraunhofer Institute for High
Frequency Physics and Radar Techniques (FHR), Germany.



processing elements of a radar system are mutually dependent. It turned out that it
is not a trivial task to implement advanced algorithms and to obtain also a definite
improvement. In fact, simply implementing an isolated algorithm is not very useful.
The performance and the properties of any algorithm often depend critically on the
preceding and subsequent processing steps.

First of all, the antenna design has an impact. There is an incredible variety of
ways to realize a number of spatial digital channels which constitute the basis for array
signal processing. Regularity or irregularity of the array elements or, more general,
of the spatial channel characteristics are a critical feature and have a decisive impact
on the performance of the implemented algorithm. The antenna design must be flex-
ible enough to support all other desired applications of signal and data processing.

The second key element of radar processing is the detection step, where the
large amount of sampled complex array data is reduced to a low data rate of the
relevant data of interest. In classical radar engineering, the detector is considered
as a single component in the processing chain. However, in modern digital pro-
cessing the data reduction by the detector may be a multi-step procedure with
increasing confidence about the presence of a target. This offers a variety of
methods to control the amount of data and the complexity of the signal processing
and the tracking algorithms. In the different stages of detection, there may also be a
feedback to the previous processing stages requesting an improved processing.
With digitally stored data, this is always an option. This means that additional
system adaptivity can be implemented. Moreover, all the algorithms have to be
compatible with the radar operational modes. These modes have to be adapted for
advanced and adaptive signal processing. In fact, these are all building blocks for a
radar system that uses in an intelligent way all sources of information. This is also
known under the name ‘cognitive radar’ [5,6]. Predictability of the system per-
formance with new algorithms is a key issue for the radar designer. This is a
critical feature of all adaptive algorithms and of cognitive radar.

In a nutshell, in order to achieve a real improvement with advanced array
processing one has to take into account the particular inter-relationships of the radar
processing blocks and one has to adapt the related processing. Standard handbooks
on radar [7,8] mention this problem only by the way. The objective of this chapter
is to provide the background on radar array signal processing in a unified notation
including the problems of implementation and of contradicting requirements. These
may be relevant issues in the subsequent parts of this book. Some of the results
presented in this chapter have been published in [1]. This chapter differs in a more
generalized presentation with emphasis on providing an overview. Further issues of
implementation and system aspects of radar array processing are discussed in the
books [1,6,9,10].

We adopt a signal processing viewpoint to analyse the associated problems of
implementation. In Section 1.2, the notation of array data is introduced and the basic
concepts and results of arrays are presented. Then, we take a look back on the pre-
ceding stage of processing which is spatial sampling and antenna technology. The
antenna array has to be designed to fulfil all requirements of the radar system.
Modern radar is typically a multi-tasking system. So, the design of the antenna has to
fulfil these purposes in a compromise. Requirements on the array antenna that arise
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from array processing methods are pointed out in Sections 1.3 and 1.4. In Sections
1.5–1.7, we present the array processing methods of interest. We do not present any
new or sophisticated algorithms, but state the established algorithms as examples. If
the reader wants to know details, he should consult the references. For the given
examples, we point out the relationships between array processing and the preceding
and subsequent radar processing blocks. In Section 1.5, we briefly review the
approaches for deterministic pattern shaping which is the standard approach of
antenna-based interference mitigation. It has the advantage of requiring little
knowledge about the interference scenario, but requires very precise knowledge
about the array transfer function (‘the array manifold’). Adaptive beamforming
(ABF) is presented in Section 1.6. This approach requires little knowledge about the
array manifold but needs a good estimate of the interference scenario, which is
gained from some training data. So, deterministic pattern shaping and ABF are two
complementary techniques that have to be considered together. It depends on the
particular application whether the highest emphasis is put on deterministic low
sidelobes or on adaptive nulling. Section 1.7 is devoted to super-resolution. Super-
resolution for best resolution of multiple targets is sometimes also subsumed under
ABF as it resolves everything, interference and targets. However, the implementa-
tion for active radar is normally different. Super-resolution is typically a special
mode for critical tasks in the list of available radar-processing techniques. In Sec-
tion 1.9, we examine how some established radar-processing techniques like detec-
tion and monopulse estimation have to be modified if adapted beamforming is used.
In fact, ABF has a significant influence on these techniques. Most important in this
section is the consideration of the implications on tracking algorithms. The tracking
stage is the final and most effective step of information extraction with a radar sys-
tem. In this section, we point out how with modified direction estimation with
adaptive beams the tracking algorithm and the track management can be adapted for
ABF. This results in a number of rules for the radar management.

Of course, multi-function radar is a complex and dynamically evolving tech-
nology and with any new algorithm new problems will arise. In this sense, the
material presented here will not be complete and there are many issues that are not
covered in this chapter. The results and conclusions presented in this chapter have
to be considered as exemplary to provide awareness where problems may arise.

1.2 Basic concepts and results of array antennas

The array principle, which consists of synthesizing a plane wave by a number of ele-
mentary spherical waves in transmit or receive mode, is well known. We assume that
the elements of the array are positioned in the three-dimensional space with (x, y, z)-
co-ordinates, and we denote the plane wave directions by a unit direction vector u in
the (x, y, z)-co-ordinate system with kuk ¼ 1. Vectors are noted as column vectors
and the components of the direction vector are denoted by u ¼ ðu; v;wÞT . For
a suitable definition of azimuth and elevation angles, this direction vector can also
be parameterized by the corresponding angles, but the unit vector notation is a
parameterization-free description and therefore more convenient.
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1.2.1 Plane wave at single frequency
Suppose, we have an array with N elements at the positions ri ¼ xi; yi; zið ÞT ;
i ¼ 1 . . .N . A plane wave from direction u0 ¼ u0; v0;w0ð ÞT at frequency f sampled
at time t at these positions can then be written as:

siðtÞ ¼ Ae j2pft e j2pf rT
i u0=c (1.1)

where c is the velocity of light and A is a complex amplitude with an initial phase
j, A ¼ Aj je jj. This is a notation viewed from a receiving antenna for an incoming
wave. The signal that is actually measured at the antenna elements zi(t) is of course
corrupted by some noise, which is inevitable with any real hardware:

ziðtÞ ¼ siðtÞ þ ni; i ¼ 1 . . .N ; or in vector notation

zðtÞ ¼ Ae j2pft � e j2pf rT
i u0=c

� �
i¼1...N

þ n (1.2)

This is the standard signal model for array antennas.
For a planar or linear array with elements at positions ri ¼ xi; yið ÞT , or

ri ¼ xi; i ¼ 1 . . .N , respectively, a signal with a frequency deviation f ¼ af0 is
indistinguishable from a signal at displaced angles ðau0;av0Þ at frequency f0,
because f � xiu0 þ yiv0ð Þ ¼ f0 � xiau0 þ yiav0ð Þ. Another interpretation is that the
array positions seem to be stretched if a signal at higher frequency is observed with
receivers at the original frequency. This may introduce bias and grating effects
which we will discuss below. Clearly, such errors are zero for the boresight
direction u0 ¼ ð0; 0ÞT and the errors will increase with the angle of incidence u0.

The frequency dependent angle shift does not appear for arrays with a true
three-dimensional element distribution (volume array or crow’s nest antenna, [1 Sec-
tion 4.6.1]), because the third component of u, w, is not independent of u, v, because
kuk ¼ 1. Therefore, there is no way of aliasing au0 with af0. It is a fundamental
property of 3D volume arrays that squint and bias effects due to frequency do not
appear. The 3D volume array has an inherent bandpass-filtering property.

For the detection of such an elementary plane wave, we have to sum up all

array elements phase coherently in a beamforming operation Ssum ¼PN
i¼1 a�

i si with

ai ¼ e j2paf rT
i u0=c to maximize the signal power. At this point, we ignore any noise

contribution. The asterisk means complex conjugate. Of course, the true signal
frequency is in general unknown and usually the centre frequency or different
frequencies of a frequency filter bank are used. Beamforming with the phases at the
centre frequency produces for a planar array the afore mentioned angle shift by the
factor a or a relative angle error kua � u0kð Þ=ku0k ¼ a� 1.

The relation between bandwidth and the angle error for planar arrays can be
characterized by the bandwidth factor, [7 p. 13.39], which is defined as:

KB ¼ bandwidth ð%Þ
boresight beamwidth ðdegÞ (1.3)

The bandwidth factor is used to calculate the admissible bandwidth from the
maximum scan angle and the tolerable angle error in beamwidth at this scan angle,
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if narrowband beamforming at centre frequency is performed. The magnitude of an
acceptable KB typically ranges from 1 to 2. For example, if one accepts a maximum
squint angle of one-fourth of the beamwidth at a maximum scan angle of 60�, then
one obtains KB ¼ 1, [7 p. 13.39]. This is the famous rule of thumb that the relative
bandwidth in per cent should be equal to the beamwidth in degrees. For example,
according to this rule one can use 2% bandwidth with an antenna with 2� beamwidth.

1.2.2 Band-limited signals
If a broadband signal is received, we have a super-position of all frequencies in
the band. Such a signal can be described by a homogeneous plane wave field,
see [11 p. 5], which is a special stochastic process in time and space. It can be
written in the following notation (Cramér representation):

sðt; r; uÞ ¼
Z �f0þB=2

�f0�B=2
e j2p f tþrT u=cð ÞdZs fð Þ þ

Z f0þB=2

f0�B=2
e j2p f tþrT u=cð ÞdZs fð Þ (1.4)

where f0 is the centre frequency, and B is the receiving bandwidth. Zs( f ) is a
complex stochastic process with independent increments, i.e. with the following
properties: E{Zs( f )} ¼ 0 and EfdZsð f ÞdZ�

s ðgÞg ¼ Psð f Þdð f � gÞdfdg and
E dZsð f ÞdZsðgÞf g ¼ 0. Ps( f ) denotes the power spectral density of the signal, the
asterisk denotes complex conjugation. As the process s is assumed to be real, we
have dZsð�f Þ ¼ dZsð f Þ�, and the signal can also be written as:

sðt; r; uÞ ¼ 2Re
Z f0þB=2

f0�B=2
e j2p f ðtþrT u=cÞdZs fð Þ

( )
(1.5)

Such a stochastic integral cannot be solved as in classical analysis. This is only
a representation of the stochastic process, but the moments of the process can be
conveniently calculated with the rules for the stochastic differentials given above.

The complex baseband outputs (the I- and Q-components) are generated by the
complex demodulation procedure which can ideally be written as:

I t; r; uð Þ ¼ LP s t; r; uð Þcosð2p f0tÞf g and

Q t; r; uð Þ ¼ LP �s t; r; uð Þsinð2p f0tÞf g (1.6)

where LP{.} denotes the ideal low-pass filtering operation. As described in [12] the
complex baseband signal s(t, r, u) ¼ I(t, r, u) þ jQ(t, r, u) can then be written as:

sðt; r; uÞ ¼ e j2pf0rT u=c
Z B=2

�B=2
e j2pxðtþrT u=cÞdZsðxþ f0Þ (1.7)

Such a stochastic signal is not typical for the desired radar echo. In fact, the
transmit signal is a special deterministically modulated signal (e.g. linear/non-
linear frequency modulated), but such a signal is included in this model by means
of a suitable deterministic measure dZs. The model (1.7) is very useful in describing
clutter and interference signals.
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1.2.3 Narrowband and broadband beamforming
Beamforming is a linear filtering operation which extracts maximum signal energy
for all possible signal spectra. This is achieved by coherently summing up the
delayed signals, see [11 p. 9]. If the wave field is sampled by an array at positions
ri ¼ (xi, yi, zi), the sum beam output power is:

Ssumj j2 ¼ E
XN

i¼1

s t � ti; ri; uð Þ
�����

�����
2

8<
:

9=
; (1.8)

with ti ¼ rT
i u=c. This is the classical delay and sum beamformer.

For narrowband processing, one assumes the delays to be small, Bti � f0ti or
B=f0 � 1, such one can write this summation with a steering vector w ¼ wið Þi¼1...N
containing only phase shifts wi ¼ e j2pf0rT

i u=c:

Ssumj j2 ¼ E
XN

i¼1

w�
i s t; ri; uð Þ

�����
�����
2

8<
:

9=
;

¼ wH E s t; ri; uð Þs� t; rk ; uð Þð Þi;k¼1...N

n o
w

¼ wH Qsw

(1.9)

The entries of the covariance matrix Qs are given by:

ðQsÞi;k ¼ e j2pf0rT
i u=ce�j2pf0rT

k u=c
Z B=2

�B=2
Psðxþ foÞej2pxðri�rkÞT u=cdx (1.10)

or in matrix notation:

Qs ¼ aaH
� �� Cs (1.11)

with a ¼ ðe j2pf0rT
i u=cÞi¼1...N , Cs ¼

R B=2
�B=2 Psðxþ foÞe j2pxðri�rkÞT u=cdx

� �
i;k¼1...N

, and �
denoting the element-wise (Schur–Hadamard) matrix product. Ps is the signal
spectral power density at the output of the antenna element. For example, for
rectangular spectral power density we have:

Cs ¼ Ps sinc pB ti � tkð Þð Þð Þi;k¼1...N (1.12)

In the narrowband case, one has B=f0 � 1 and Cs � Ps � 1ð Þi;k¼1...N , such that
with (1.11):

Qs ¼ PsaaH (1.13)

The element receiver noise is assumed to be independent in each channel and
independent of the direction, i.e. the delays t ¼ rT u=c in (1.7) are zero such that
nðt; r; uÞ ¼ R B=2

�B=2 e j2pxtdZn xþ f0ð Þ. The noise-alone covariance matrix is then:

Qn ¼ diag
Z B=2

�B=2
Pn;iðxþ foÞdx

 !
i¼1...N

( )
(1.14)

with noise power spectral densities Pn,i( f ) for i ¼ 1 . . . N.
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In general, the received signal may be composed of a sum of M plane waves
plus receiver noise such that one obtains the array outputs:

zðt; riÞ ¼
XM
k¼1

skðt; ri; ukÞ þ niðtÞ; i ¼ 1 . . .N ; or in a short notation

z tð Þ ¼
XM
k¼1

sk tð Þ þ n tð Þ
(1.15)

with ni ¼
R B=2
�B=2 ej2pxtdZn;iðxþ foÞ and with obvious definition of the vectors sk.

According to (1.11), (1.14) one obtains for uncorrelated plane waves the array

output covariance matrix R ¼PM
k¼1 Qs;k þ Qn. The narrowband version of this

covariance matrix is:

R ¼
XM
k¼1

PkakaH
k þ Qn ¼ ABAH þ Qn (1.16)

where Pk denotes the power, ak ¼ aðukÞ, and uk indicates the direction of the kth
plane wave. For uncorrelated narrowband plane waves, we have B ¼ diagM

k¼1 Pkf g;
for correlated waves B is a full matrix, but possibly of rank lower than M if there
are fully correlated sources. Broadband beamforming and narrowband beamform-
ing as in (1.9) is performed with these matrices.

The delay operation for broadband beamforming may be too costly if it is
applied at each element of a large array. Therefore, a hybrid solution is often pre-
ferred, where sub-arrays are summed up with phase shifting at the elements (the
delays are small within the sub-arrays) and where the sub-array outputs are sum-
med up with delays (time delayed sub-arrays). For the application of digital multi-
channel (array processing) techniques, A/D conversion of the sub-array outputs is
needed (digital sub-arrays). These digital sub-arrays may be larger than the time
delay sub-arrays, depending on receiver cost, bandwidth and error considerations.
However, the preferred solution is to have a sufficiently large number of time delay
sub-arrays which coincide with the digital sub-arrays.

In the sequel, we will assume narrow-band beamforming. The case of broad-
band beamforming and advanced broadband array signal processing methods with
stepwise increasing complexity has been described in [2 Chapter 16].

1.2.4 Difference beamforming and monopulse estimation
Difference beamforming followed by monopulse estimation is mentioned in nearly
all radar textbooks as a standard beamforming procedure, but in most cases, it is not
mentioned why this is a good procedure and how it is related to optimum processing.

In fact, difference beams and the monopulse procedure are only needed for
accurate angle estimation. In the radar search mode, the beam-pointing direction is
taken as a rough direction estimate if a detection of a target has occurred. In a second
step, this detection is confirmed and a more accurate angle estimate is performed.
This is a statistical parameter estimation problem and not a matter of beamforming.
The problem will be considered in more detail in Sections 1.7 and 1.9. We mention
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here briefly the underlying principle and the rationale of difference beamforming,
because difference beamforming is a feature that influences heavily the array design.

Radar parameter estimation can be formulated as a maximum likelihood (ML)
estimation procedure, see [1 Section 11.1, 13 Section 3.2.1] or [14]. For a set of
measured array data vectors (often called array snapshots) z1; . . . zK , k ¼ 1 . . .K;
zk 2 CN , modelled as in Section 1.2.1, one can define an appropriate statistical model
for the noise and the signal amplitude fluctuation. The probability density of the
snapshots depending on all the desired (unknown) parameters q can then be written
as pðz1; . . . ; zK qÞj . In general, no globally optimum procedure exists for estimating
the parameters q. However, the ML procedure is a realisable way that can produce
at least an asymptotically optimum estimator. Asymptotic refers here to the number
of array elements or the number of time samples K going to infinity. For assump-
tions fulfilled in a reasonable practical system, the ML estimator is asymptotically
unbiased and has asymptotically the smallest variance, i.e. it attains the Cramér–
Rao bound. Angle estimation for a single target by the ML procedure with a given
set of snapshots requires forming the sum beam for all possible directions and
taking the value with maximum power as the angle estimate, as explained in [13].
This is nothing else than maximizing what we call the antenna scan pattern. The
procedure of sequential lobing mentioned in standard radar textbooks [7 p. 9.16],
[8] is an abbreviated way of maximizing the antenna scan pattern.

An alternative way of finding the maximum is to extrapolate the shape of the scan
pattern in the vicinity of the rough direction estimate obtained from detection. One can
approximate the beam shape by a parabola and determine the parabola parameters from
a set of neighbouring sum beams or from the sum beam in the search direction plus its
derivatives. The difference beams are just estimates of the derivatives of the sum beam.
Note that for planar or volume arrays we have derivatives for azimuth and elevation,
i.e. we have multiple difference beams. The extrapolation is typically done by Taylor
expansion. This Taylor expansion finally provides a direct formula for the unknown
directions depending only on the sum and difference beam outputs. This is the basis
of the famous monopulse formula for the estimated angle û ¼ u0 � m Re D=Sf g.
D, S denote the difference and sum beam outputs, respectively, and m is a proportion-
ality constant which depends on the second derivative and which is determined
approximately or experimentally. The estimate for the elevation v̂ is obtained
analogous by an elevation difference beam. The relationship with the Taylor expansion
is of importance when the monopulse procedure has to be generalized to ABF, where
the beam shape is dependent on the unknown interference scenario. This will be
considered in Section 1.9.

The optimum difference beam (in the ML sense) is taken as the derivative of
the sum beam Ssumðu; vÞ ¼ aðu; vÞH z, which gives:

Sdiff ;az ¼ @Ssum

@u
¼ g

XN

k¼1

xka�kðu; vÞzk

 !
¼ gdH

x z ¼ gaH diag xkf gz

for dk ¼ xkak ; k ¼ 1 . . .N . The constant factor g ¼ �j2pf0=c is irrelevant and can
be omitted. So, the optimum difference beam weighting is the sum beam weighting
with an additional amplitude tapering according to the element positions. For a
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uniform linear array (ULA), this means to form the beam by summing the differ-
ences of the opposing element pairs, hence the name difference beam. If we take as
a crude approximation the amplitude weighting sign(xk), then we just subtract the
outputs of the left from the right half of the array which for a planar circular array is
also known as four-quadrant monopulse. In any case, the beam pattern is zero in the
array steering direction.

1.3 Design factors for arrays

The basis of all array processing is the array antenna. The antenna has to be
designed and manufactured to fulfil all requirements of size, weight, manufactur-
ability and of signal-processing performance. A once selected construction cannot
be altered without considerable cost. Digital array processing requires digital array
outputs. The number and quality of the compact receivers providing these outputs
(e.g. the linearity and the number of ADC bits) determines the performance and the
cost of the whole system. It may be desirable to design a fully digital array with
AD-converters at each antenna element. For a moderate number of array elements,
this may be feasible. However, system weight and cost will often lead to a design
with reduced number of digital receivers. On the other hand, radar needs an
antenna with a high gain, because of the 1/R4 decay of the received power. Also a
high directional discrimination is desired. This leads to arrays with many elements.
A compromise between these contradicting features has to be found.

The features of array antennas like gain, beamwidth and sidelobes have been
discussed in detail in [1]. In many cases, one is not interested in the real antenna
pattern but on the effect of the spatial (array) processing only. This effect is
described by the array factor which is defined as the antenna pattern f (u, v) with
ideal omni-directional array elements with gain equal to one, i.e.

f ðu; vÞ ¼ wH aðu; vÞ�� ��2 (1.17)

If all array elements have the same element pattern gðu; vÞ, then the array antenna
pattern can be derived from (1.17) as gðu; vÞj j2f ðu; vÞ. From [1], we cite the
following basic properties of the array factor:

1. Half-power beamwidth: For a uniform linear array (ULA), the diameter of
the beam measured at half peak power of the array factor is:

BW ¼ 0:887
l

D cos u0
rad½ 	 or BW � 50

l
D cos u0

�½ 	

where D is the antenna aperture diameter, and l is the centre frequency
wavelength. For a circular planar array with elements on a l/2 grid, one has:

BW � 1:02
l

D cos u0
rad½ 	

Amplitude tapering of the elements will result in a larger beamwidth.
2. Acceptable bandwidth: From (1.3), we have the rule of thumb for beam

steering by phase shifts that the relative bandwidth B/f in per cent must be

Target parameter estimation and array features 15



equal to the beamwidth at boresight, if an angle error below one-fourth BW at
scan angle of 60� is required. For example, if one wants 10% relative band-
width one can only realize a phased array with beamwidth BW 
 10�.

3. Grating lobes and element spacing: For a ULA with element spacing greater
than l/2, a secondary mainlobe (grating lobe) will enter the visible region of
[�1, 1] of the direction cosine because of the periodicity of the phase. This is
illustrated in Figure 1.1 showing that a grating lobe at u ¼�0.8 appears for an
element spacing of 0.6l with look direction 60�. Note that also the beamwidth
is slightly reduced due to the increased aperture. Ambiguities due to grating
lobes can be mitigated by limiting the admissible scan angle of the array and by
an appropriately modified element pattern.

4. Gain and sidelobe level: The array factor in boresight direction is from (1.13)

given by Garray ¼ wH 1j j2 ¼ PN
i¼1 wi

�� ��2. The maximum array factor (peak

value) is obtained if w k 1, i.e. if all wi ¼ g resulting in Garray ¼ g2N2. The
sidelobe level of the array factor is defined as:

�SL ¼ 1
Wj j
ZZ

W
f ðu; vÞj j2du dv ¼ 1

Wj j
ZZ

W
wH aaH w du dv ¼ wH Cw (1.18)
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with C ¼ 1= Wj jRRWaaH du dv and W denoting the set of direction cosines for
the visible region u2 þ v2 � 1. This matrix can be well approximated by C � I
(in fact C ! I for W ! R

2). Therefore, we have for any weighting �SL � wH w.
The sidelobe level of the weighting maximizing the array factor is �SL ¼ g2N or
�SL ¼ 1=N if we normalize the peak to one. The highest sidelobe is for a ULA

at l/2 spacing for all N equal to �13 dB (this is a property of the sinc-function)
and for a regular circular planar array with l/2 grid at �17.5 dB.

The statements about linear arrays can be immediately generalized to planar
arrays and the associated antenna pattern in a certain angular cut: if we consider a
cut through the two-dimensional azimuth-elevation plane along the line
uðtÞ; vðtÞð Þ ¼ t cos a; t sin að Þ, then this pattern cut is the same as the pattern of

the array with a rotated co-ordinate system
~x
~y

� �
¼ cos a sin a

�sin a cos a

� �
x
y

� �
at elevation ~v ¼ 0 in the new co-ordinate system. The antenna pattern cut is the
same function as the pattern of the linear array with the co-ordinates ~xið Þi¼1...N ,
which is also called the equivalent linear array (ELA). Ambiguities and pattern
properties of planar and volume arrays have been analysed in depth with tools of
differential geometry in the book [15]. It is shown there that the patterns and
associated features like ambiguities, beamwidth etc. of arbitrary arrays can be
analysed by all possible cuts and the associated ELAs. In particular, this says
that a regular structure appearing in any projection of the array element positions
on a line will result in grating effects.

In reality, real grating effects are not so much important, but quasi-grating effects
arising from antenna positions which are close to regular. Figure 1.2 shows such
a case where we have modified the element positions with a slight density tapering
(the elements at the border of the aperture are a bit closer and in the centre a bit wider
separated). The grating lobe now has become an unacceptably high sidelobe.

The concept of ELA is a convenient tool to analyse grating effects of planar
arrays. As a typical example, we consider a hexagonal regular array which displays
periodicities in three directions. Figure 1.3 shows this fact for a small array with
seven elements. To show the periodicities, the function is evaluated beyond
the visible region over the square ðu; vÞ ¼ �2; 2½ 	 � �2; 2½ 	. The visible region
u2 þ v2 < 1 is shown by the circle, the steering direction of the array factor is shown
by the small circle at (u, v) ¼ (0.7, 0). The periodicity can be broken up by con-
figuring the array with some irregularity, e.g. by saving one element of the outer
ring as in Figure 1.3(c) and (d).

Antenna element design and the need for fixing elements mechanically lead
to element patterns which are never omni-directional. Moreover, the elements have
to be designed with patterns that allow a unique identification of the direction.
A planar array can observe unambiguously only angles in a hemisphere. Antenna
elements mounted on a conducting plane or with significant back attenuation are
therefore a suitable solution for such an antenna. To achieve full spherical
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coverage, several arrays can be combined (multi-facetted array) or elements may be
placed on a curved surface or in a full volume. Antenna elements may be composed
of different linear arrays (3D configurations of one-dimensional arrays), on a plane
(a ring or a two-dimensional planar array), on a curved surface (conformal array),
or within a volume (3D-array, also called crow’s nest antenna, [1 Section 4.6.1]). A
one-dimensional array can only measure one independent angle, 2D and 3D arrays
can measure jointly azimuth and elevation, which may be restricted to a limited
angular sector. The array element design should be compatible with these
restrictions.

The basic solutions to solve the contradicting requirements between the large
number of elements with digital receivers and cost, weight and field of view are as
follows:

● Thinned arrays. The angular discrimination of an array with a number of ele-
ments can be improved by increasing the separation between the elements.
Thus, the aperture of the antenna is increased.
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● Sub-arrays. To save digital receivers, some element outputs are summed up
analogue which are then AD-converted and processed digitally. The size and
the shape of the sub-arrays are an important design criterion. The notion of an
array with sub-arrays is very general and includes the case of directional array
elements which may be even independently steerable.
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Figure 1.3 Planar arrays showing periodicities along symmetry axes. Steering
direction of array factor is (u, v) ¼ (0.7, 0). (a) Hexagon array
with 2l diameter, (b) array factor of hexagon array expanded
on (u, v) ¼ [�2,2] � [�2,2], (c) pentagon array of 2l diameter
and (d) array factor of pentagon array expanded on (u, v) ¼
[�2,2] � [�2,2]
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1.3.1 Influence of element patterns
Equal antenna elements. For linear, planar and volume arrays, antenna elements
with nearly equal patterns can be realized. These have the advantage that the
knowledge of the element pattern is for many array-processing methods not
necessary. The array signal model vector in free space and at the element output is
pointing in the same direction. Equal complex values of the element patterns can
also be interpreted as a modified target complex amplitude, which is often a nui-
sance parameter.

Another more important point is that, if the element patterns are really abso-
lutely equal, any cross-polar components of the signal are in all channels equal and
thus fulfil the array model (1.5) in the same way as the co-polar components, i.e.
they produce no error effect with respect to spatial (array) processing. This means
that patterns nulls from beamforming will be present in the co- as well as in the
cross-polar channel. Thus, cross-polar jamming may be ineffective.

In reality, the antenna element patterns are never absolutely equal or exactly
known. However, with appropriate theoretical models together with calibration
procedures, the element patterns can be modelled as known or at least being equal.

Unequal antenna elements. Unequal element patterns typically arise by tilt-
ing the antenna elements as it is done for conformal arrays. For a planar array, this
tilt may be used to realize an array with polarization diversity. Single polarized
elements are then mounted with orthogonal alignment at different positions. Such
an array can provide some degree of dual polarization reception with single channel
receivers (contrary to more costly fully polarimetric arrays with receivers for both
polarizations for each channel). Common to arrays with unequal element patterns is
that we have to know the element patterns for applying any kind of spatially
coherent processing as in (1.9) or for more sophisticated array-processing methods
described later.

The full element pattern function is also called the array manifold. If unequal
array elements are used, the array manifold must be exactly known for correct
beamforming (coherent processing). In particular, the cross-polar (or short x-pol)
component has a different influence for each element. If the x-pol component is not
sufficiently attenuated, it can be a significant source of error.

1.3.2 Thinned arrays
To save the cost of receiving modules, sparse arrays are considered, i.e. arrays with
fewer elements than with the fully populated l/2 grid. If such a ‘thinned array’
spans the same aperture as the fully filled (l/2 grid) array, it has the same beam-
width. Hence, the angular accuracy and resolution is the same. Due to the gaps,
ambiguities or at least high sidelobes may arise. In early publications like
[7 p. 13.23], it was advocated to simply take out elements of the fully filled array.
It was soon recognized that this kind of thinning does not give the best results
because this does not generate ‘sufficiently random’ positions. Note that the array
gain of a thinned array with N elements is always N and the average sidelobe level
is 1/N. Today, the theory of compressed sensing tells on a solid statistical basis that
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a selection of sufficiently random positions can produce a unique reconstruction of
a not too large number of impinging wave fields with high probability [16].

A good example of a thinned array is the ELRA antenna of Fraunhofer FHR in
Figure 1.4, [1 Chapter 17]. The element positions are selected random with a
parabolic density tapering constrained to a l/16 grid. The thinning factor is 18%
which means that the fully populated array would have 4,185 elements instead of
the 768 elements of this antenna. This is a significant cost saving while the
beamwidth of the fully populated aperture of 2� is preserved. The mean sidelobe
level is at �29 dB and this corresponds exactly to 1/N.

For an array with sufficiently many elements it is usually easy to generate a
thinned array with no real secondary main lobes (true grating lobes). The practical
problem is to avoid high quasi-grating lobes. Such quasi-grating lobes may not only
alias a target direction if we detect an echo through the high sidelobe, but it will
also create blind directions if we apply ABF. In Section 1.6, it will be explained
that ABF creates pattern notches inversely to the sidelobe pattern. Quasi-grating
effects are even more critical if we apply ABF at sub-array level. As will be
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Figure 1.4 Experimental thinned array ELRA with 768 elements configured into
48 sub-arrays
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explained in the next section, the sub-array centres (at which ABF is applied) can
be considered as elements of a sparse super-array which may create grating effects.

1.3.3 Arrays with sub-arrays
If a high antenna gain with low sidelobes is desired one has to go back to the fully
filled array. For large arrays with thousands of elements the large number of digital
channel constitutes a significant cost factor and a challenge for the resulting data
rate. Therefore often sub-arrays are formed and all digital (and perhaps adaptive)
beamforming and sophisticated array processing methods are applied to the sub-
array outputs. All the issues of sub-arrays presented here have also been reviewed
and extended to further applications by Hang Hu in [17].

Sub-arraying is a very general concept. At the elements we may have phase
shifters such that all sub-arrays are steered into a given direction. In addition some
attenuation (tapering) to influence the sidelobe level may be applied. The sum of
the sub-arrays then gives the sum beam output. The sub-arrays can be considered as
elements of a super-array having elements at the centres of the sub-arrays with
different element patterns according to the positions of the involved elements.
Typically, the sub-arrays are all steered into the same selected direction. The
principle is indicated in Figure 1.5.

For a fully filled array the sub-arrays should have unequal size and shape to
avoid grating effects for subsequent array processing, because the sub-array centres
constitute a sparse array and one has to avoid periodic super-array configurations.
The question is: ‘what criteria are relevant for the configuration of the sub-arrays’?
This is a serious problem because the sub-array configuration is the basis for the
mechanical and in most cases also the electrical design of the full array. A decision
for a specific concept cannot be easily altered.
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Figure 1.5 Principle of forming sub-arrays
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For a given sub-array configuration there is still a small degree of flexibility,
because, once we are digital, we can combine new sub-arrays at the digital level.
This is nothing else than a certain matrix transformation of the sub-array outputs.
This will be explained in the last paragraph of this section. One can also distribute
the desired element tapering over the analogue level (1) and possibly many digital
levels (2) . . . (n) as indicated in Figure 1.5.

Criteria to configure sub-arrays have been studied in [18,19]. Below the
essential ideas are described. In the studies, it turned out that a critical design factor
is the requirement to apply a taper function for low sidelobes at the elements, which
must be valid for both, sum and difference beamforming, and to apply then at the
sub-array outputs the necessary final weights for the sum and the azimuth and
elevation difference beams. In addition, these weights may be chosen adaptively to
achieve further interference suppression.

Beamforming using sub-arrays can be mathematically described by a simple
matrix operation. Let the complex array element outputs be denoted by z. The sub-
array forming operation is described by a matrix T by which the element outputs
are summed up as ~z ¼ TH z. For L sub-arrays and N antenna elements T is of size
N � L. Vectors and matrices at the sub-array outputs are denoted by the tilde.
Suppose we steer the array into a look direction (u0, v0) ¼: u0 by applying phase
shifts aiðu0Þ ¼ e j2pf0ðxiu0þyiv0Þ=c and apply additionally amplitude weighting gi at the
elements (a real vector of length N) for a sum beam with low sidelobes. Both
weightings can be combined in a complex weighting giaiðu0Þ which can be inclu-
ded in the elements of the matrix T. The beams are formed digitally with the sub-
array outputs by applying a final weighting ~mi (i ¼ 1, . . . L) as:

Ssum ¼ ~mH~z (1.19)

In the simplest case, when the complete weighting for the sum beam is applied at
the elements, i.e. when the complete weighting is incorporated in the matrix T, ~m
consists of only ones. However, the weighting can also be partly applied digitally
in ~m, i.e. we split up T into T0D and form the sub-arrays with T0 and use a
beamforming vector ~m0 ¼ D ~m. This allows to lower the dynamic range of the
AD-converters or to generate a sub-array transformation matrix T with certain
properties as we will show later in Section 1.6. The antenna pattern of a beam
formed with sub-arrays is written as:

f ðuÞ ¼ ~mH TH aðuÞ ¼ ~mH~aðuÞ; (1.20)

where a(u) ¼ (ai(u))i ¼ 1 . . . N; and ~aðuÞ ¼ TH aðuÞ denotes the plane wave response
at the sub-array outputs or, in other words, it describes the array manifold of
the super-array. With digital beamforming all kinds of beams (sum, azimuth and
elevation difference, guard channel etc.) can be formed from these sub-array
outputs.

For characterizing the super-array, let us denote the positions of the super-
array elements by ðrx;l; ry;lÞ; l ¼ 1 . . .L, and suppose we have a (possibly partial)
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weighting wi, i ¼ 1 . . . N, at the elements. For a steering direction u0, the sub-array
patterns are defined by:

FlðuÞ :¼
X
v2Ul

wv exp j2pf0ðxvðu � u0Þ þ yvðv � v0ÞÞ=cð Þ

where Ul denotes the set of indices of the elements belonging to the lth sub-array.
The positions of the super-array elements are now calculated by the property that
the sub-array patterns Fl(u) should be equal to flðu; vÞexp 2pf0ðrlðu � u0Þþð
rlðv � v0ÞÞ=cÞ (super-array notation) for suitable super-array element patterns fl(u).
Using the condition that for both notations, the sub-array patterns should have a
maximum in direction u0, one obtains the conditions:

Flðu0Þ ¼ flðu0Þ ¼
X
v2Ul

wv and
@Fl

@u
ðu0Þ ¼

X
v2Ul

wvj2pf0xv=c and

@Fl

@v
ðu0Þ ¼

X
v2Ul

wv j2pf0yv=c

Using @Fl=@að Þðu0Þ ¼ flðu0Þ j2pf0rV;l=c (for a¼ u or v and z¼ x or y) the condi-
tions yield the super-array positions:

rV;l ¼
P

k2Ul
wkVkP

k2Ul
wk

; for coordinates V ¼ x; y (1.21)

We can define the array factor of the super-array by

fsuperðuÞ ¼
XL

l¼1

~mie
j2pf0ðrx;luþry;lvÞ=c (1.22)

The extreme cases of sub-arrays are:

● Each sub-array contains only one element. Then we have the fully digital array
with digital channels at each array element and the super-array is the same as
the array itself.

● Each sub-array uses all elements. Then the super-array positions are all the
same in the centre of the original array and the elements outputs are split up L
times.

The first question for the sub-array design is: should the sub-arrays be overlapping
or disjoint? A first kind of overlap can be achieved by using some elements
simultaneously in different sub-arrays. This requires a splitter at those array ele-
ments (or m-fold splitter, if the element is used in m sub-arrays). This is a cost
factor and an issue of calibration if high performance array processing methods
should be applied. More important is that the receiver noise, which is generated by
the front end amplifiers, will be correlated at the sub-array outputs. This is because
E ~n~nH	 
 ¼ TH E nnHf gT ¼ TH T, if E nnHf g ¼ I, and THT is not diagonal
for overlapping sub-arrays. This causes problems in ABF as will be explained
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in Section 1.6. The reason for using overlapping sub-arrays is mainly to generate
patterns with low sidelobes for the sum as well as for both difference beams.
However, for a sufficiently large number of sub-arrays acceptable low sidelobe
patterns can also be achieved with disjoint sub-arrays by the procedure described
in [18].

A second kind of overlap can be realized with single element use. This is
achieved if the convex hulls of the sub-arrays element positions are overlapping.
This means e.g. for a fully filled array that the sub-arrays constitute a kind of sparse
array. The sub-array aperture is then larger than a corresponding sub-array with
fully filled elements. This results in a narrow sub-array beamwidth. However, for
most applications, we want multiple usages of the digital sub-array outputs and the
sub-arrays are all steered into the same direction. In this case a maximally broad
sub-array beamwidth is desired. Therefore, such a sub-array configuration is not
desirable.

In the sequel we will consider only non-overlapping sub-arrays with a unique
mapping of each element to only one sub-array.

1.3.3.1 Sub-array design procedure for low sidelobe sum
and difference beams

The design procedure of [18] is based on the observation that the difference beam is
more sensitive to grating lobes than the sum pattern. The difference beam is
therefore taken as the design criterion. Suppose we apply a weighting w for sum
beamforming at the elements. This may be a partial weighting only which needs a
corresponding sub-array weighting m for a sum beam with the correct weighting
and hence with the desired sidelobes.

We can now apply a difference weighting only at the sub-array outputs given
this partial element weighting. This is not a serious restriction, because the typical
low sidelobe difference weightings like Bayliss consist of a bell shaped amplitude
taper similar to the sum beam taper times the optimal difference weighting
according to the element positions, see e.g. [13 p. 54] or [14]. We now want to find
a sub-array configuration that allows to realize two desired element level difference
weightings dx; dy 2 CN as good as possible at sub-array level. These desired ele-
ment level taperings d are functions of the element positions di ¼ f ðxi; yiÞ. We may
quantize the range of this function into q steps. This produces in the (x, y)-plane q
sets, see Figure 1.6 for the case of 6 steps.

Note that, as we have already a fixed taper w applied at the elements, we have
to apply this set generating procedure for the taper d0 ¼ di=wið Þi¼1;N . We do this
for both, the azimuth and elevation difference beam weightings. The inter-sections
of the resulting sets represent sub-arrays that represent the best sets of elements for
reconstructing the original weighting at sub-array level. However, to avoid some
undesirable side effects the following refinement steps are necessary:

● The inter-sections of the two contour sets may create sub-arrays with only a
single or very few elements. These sub-arrays can be ignored by merging them
with a bigger neighbour sub-array.
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● In the centre of the array fairly quadratic sub-arrays of nearly equal size will
appear. These give rise to quasi-grating lobes and also, more important, quasi-
grating notches with ABF. In a manual fine tuning step these regularities
should be broken up.

Figure 1.7 shows an example of a design of a planar array with 902 elements on a
triangular grid with 32 sub-arrays. The shape of the sub-arrays was optimized by
the strategy of [20] such that the difference beams have low sidelobes approx-
imating a desired �35 dB Bayliss weighting applied at the elements. At the ele-
ments a fixed partial �35 dB Taylor sum beam weighting is applied such that
THT ¼ I. One can see that the regularity in the centre is broken up here by turning
one ring of the inner sub-arrays by a small angle.

The positions of the super-array according to (1.21) are indicated by the larger
symbols of the corresponding sub-array element symbols. The resulting super-array
has sufficiently good symmetry

PL
l¼1 rx;l �

PL
l¼1 ry;l � 0 and acceptable balancePL

l¼1 rx;lry;l � 0, which is required for good monopulse performance, [14]. The
resulting super-array pattern and the 32 sub-array patterns are seen in Figure 1.8
(azimuth cuts only). One can see that due to the optimized design the super-array
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Figure 1.6 Plot of azimuth difference beam taper for planar circular antenna with
low sidelobes. Contour lines for 6 levels induce 6 corresponding sets
in the (x, y)-plane
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pattern has no grating lobes. The sub-array pattern cuts have of course quite
different beamwidths in the azimuth direction due to the different extent of the
sub-arrays. We will use this configuration as a generic array in the sequel for
presenting various examples.

With the sub-array configuration given the remaining question is: what is the
best difference weighting to apply at the sub-arrays for approximating the desired
weighting d0? One can make a least squares approximation and seek a sub-array
weighting ~d with:

~d ¼ arg min
r

kTr � d0k2
n o

(1.23)

The solution of this problem is known to be ~d ¼ ðTH TÞ�1TH d0. One can refine this
solution by additional constraints, e.g. by requiring aH

0 Tr ¼ 0, which makes the
difference beam exactly zero in direction u0, or by using, instead of the Euclidean

Nu = 32

Figure 1.7 2D generic array with 902 elements grouped into 32 sub-arrays.
Super-array centres from �35 dB Taylor weighting are shown by a
large symbol of the corresponding sub-array
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Figure 1.8 Azimuth cuts of super-array and sub-array patterns of generic array of
Figure 1.7. Phase shifter setting is for direction (u, v) ¼ (�0.2, 0), the
3 dB sum beamwidth is shown by the shaded area. (a) Super-array
pattern and (b) 32 sub-array patterns
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square norm, the norm of the weighted patterns, i.e. kdk2 ¼ RWjaðuÞH dj2pðuÞ du,
where p is a directional weighting function. The solution of this refined approach is:

~d ¼ TH CT
� ��1

TH I � a0aH
0 T TH CT
� ��1

TH

aH
0 T TH CT
� ��1

TH a0

 !
Cd0 (1.24)

with the matrix C ¼ RWaðuÞaðuÞH pðuÞ du and W the directions of view. For the
full visible region and with p:1 one obtains C � I.

Figure 1.9 shows the resulting azimuth patterns for this array. Clearly, the sum
beam is unaffected by the weighting and has exactly the �35 dB Taylor shape. The
difference pattern does not fully achieve the �35 dB Bayliss sidelobe level.
However, a maximum sidelobe level of �30 dB is achieved. This is the price to be
paid for the coarse discretization of only sub-array difference weighting.

An important feature of digital beamforming with sub-arrays is that the
weighting for beamforming can be distributed between the element level (the
weighting incorporated in the matrix T) and the digital sub-array level
(the weighting ~m). This yields some freedom in designing the dynamic range of
the amplifiers at the elements and of the level of the AD-converter input. This
freedom also allows to normalize the power of the sub-array outputs such that

–1 –0.5 0 0.5 1
–60

–50

–40

–30

–20

–10

0

u

dB

Figure 1.9 Sum and difference pattern formed with sub-arrays resulting from
configuration of Figure 1.7
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TH T ¼ I. As will be shown in Section 1.6, this is also a requirement for adaptive
interference suppression to avoid pattern distortions.

1.3.3.2 Beam scanning at sub-array level and sub-array
modification

For a given pointing direction according to the phase shifts applied at the elements
we can also scan the beam digitally at sub-array level into another direction, [19].
This is of interest for forming simultaneous multiple receiving beams which are
useful for rapid search or for tracking extended targets, see Section 1.9. Beams
scanned digitally at sub-array level are also of interest to apply the multi-step
monopulse procedure described in Section 1.9.1.

In general the sub-array shapes are not optimal for beam scanning at sub-array
level. However, there is a possibility to generate digitally new sub-arrays by a
suitable transformation of the digital outputs. This offers some flexibility to miti-
gate deleterious effects of the sub-array shapes. By an L � L transformation matrix
M one can create new sub-arrays resulting in a modified sub-array matrix ~T ¼ TM
which may possess better suited patterns. The procedure to determine this matrix
has been described in [18,20]. We may look for a desired sub-array pattern of
the form:

glðuÞ ¼ hlðuÞ exp j2pf0ðrx;lu þ ry;lvÞ=c
h i

(1.25)

with prescribed functions hl(u). One can realize only sub-array patterns by choos-
ing a vector rl with:

flðuÞ ¼ rH
l TH aðuÞ (1.26)

So, we have to minimize:

I ¼
Z

V
flðuÞ � glðuÞj j2pðuÞ du (1.27)

with respect to the rl where we allow a directional weighting function p(u) to put
different emphasis on this criterion for different angles. This is a classical least
squares problem and it has been shown in [18] that the solution is given by:

M ¼ r1; . . . ; rLð Þ ¼ TH T
� ��1

TH C�1 v1; . . . ; vLð Þ ¼ TH T
� ��1

TH C�1V with

C ¼
Z

V
aðuÞaðuÞH pðuÞ du 2 CN�N and

vl ¼
Z

V
hlðuÞe j2pf0ððxi�rx;lÞuþðyi�ry;lÞvÞ=cpðuÞ du

� �
i¼1...N

; l ¼ 1 . . .L:

(1.28)

As a result we obtain the total sub-array transformation ~T ¼ TM ¼ PTC�1V,
where PT ¼ TðTH TÞTH is a projection on the space spanned by the columns of T
and V ¼ v1; . . . ; vLð Þ 2 CN�L.
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1.3.4 Space-time arrays
Coherent processing of a time series z1; . . . ; zK is mathematically a form of beam-
forming. For a time series of array snapshots z1; . . . ; zK we have therefore a double
beamforming procedure of the space-time data matrix Z ¼ z1; . . . zKð Þ of the form:

S ¼ wH
s Zwt (1.29)

and ws, wt denote the weight vectors for spatial and temporal beamforming,
respectively. Using the rule of Kronecker products (1.29) can be written as a single
beamforming operation:

S ¼ wt  wsð ÞH vec Zf g (1.30)

where vec{Z} is a vector obtained by stacking all columns of the matrix Z on top. So,
mathematically it does not matter whether the data come from spatial or temporal
sampling. Coherent processing is in both cases a beamforming-type operation with the
correspondingly modified beamforming vector. Relation (1.30) is often exploited
when spatial and temporal parameters are dependent (e.g. direction and Doppler fre-
quency as it is the case in airborne radar, see [2,3]). One can then solve the parameter
estimation and interference suppression task jointly in a higher dimensional space.

In particular, partial preprocessing like sub-arraying can be generalized to
space-time processing. If we denote spatial sub-arraying by a matrix Ts and final
spatial beamforming by ms and the corresponding quantities for time processing by
Tt, mt, then space-time beamforming gives:

S ¼ mH
s TH

s ZTtmt (1.31)

With the rules of Kronecker products this can be written as S ¼ ðTtmtÞð
ðmH

s TH
s ÞÞvec Zf g or:

S ¼ ðmt  msÞHðTt  TsÞH vec Zf g (1.32)

with a compound space-time sub-array beamforming vector mt  ms and space-
time sub-array transformation Tt  Ts.

Because of the high dimensionality and the need to reduce the numerical effort,
sub-arraying is of particular interest for space-time processing. Currently proposed
space-time adaptive processing (STAP) schemes for airborne clutter suppression
and detection are mainly based on different sub-array configurations, see [3 Sec-
tion 5, 21 Section 10.6]. Figure 1.10 shows an example of an efficient space-time
sub-arraying scheme used for STAP clutter cancellation for airborne radar. One can
see that this is a cascaded main and auxiliary channel configuration similar to the
one shown in Figure 1.14.

Sub-arraying in both, time and spatial domain is an important tool to reduce
the numerical complexity for STAP. Furthermore, the statements about grating
effects, sub-arrays and super-arrays of this section can be applied analogously to
space-time processing using this formalism of transforming 2D-beamforming with
a data matrix into a usual beamforming operation. The ABF and super-resolution

Target parameter estimation and array features 31



methods presented in Sections 1.6 and 1.7.2 can be similarly transformed into
corresponding sub-arrayed space-time methods.

1.4 Array accuracy requirements

The Cramér signal representation introduced in Section 1.2.2 is also well suited to
analyse some error effects. This has been done in [12] and in [2 Section 16.2.3]. We
recall the main results here. These results are not meant as a method of predicting
errors appearing in a real system, where we have a super-position of a multitude of
effects. Rather such models can demonstrate the typical consequences of some
kinds of error (especially the eigenvalue leakage effect) and they are useful for
rapid system simulations. For demonstration purposes we confine the presentation
to analogue de-modulation (de-modulation before digitization) which is rather used
for broadband signals. Digital de-modulation with a high sampling rate and the
resulting typical errors are described in [1 Section 6.3].

1.4.1 IQ-de-modulation errors
An amplification error R (or H) in the I- (or Q-) channel, respectively, an
orthogonality error j (or y) and offset error F (G), and delay error d appearing by
IQ-de-modulation can be described by extending (1.6) to the form:

I t; r; uð Þ ¼ R LP s t � d; r; uð Þcosð2p f0t � jÞf g þ F and

Q t; r; uð Þ ¼ H LP �s t � d; r; uð Þsinð2p f0t � yÞf g þ G
(1.33)

This leads to a complex base-band signal description, [12],

sðt; r; uÞ ¼ 1
2
e j2pf0ðrT u=cþdÞp

Z B=2

�B=2
e j2pxðtþrT u=cþdÞdZsðxþ foÞ

þ 1
2
e�j2pf0ðrT u=cþdÞq

Z B=2

�B=2
e�j2pxðtþrT u=cþdÞdZ�

s ðxþ foÞ þ g

(1.34)

With p ¼ Re jj þ He jy; q ¼ Re�jj � He�jy and g ¼ F þ jG.
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Figure 1.10 Symmetric auxiliary sensor/echo processor of Klemm [3], as an
example for forming space-time sub-arrays (from [4] by courtesy of
W. Bürger)
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For an array with different errors Ri;Hi;Fi;Gi;ji;yi; di in each channel, the
covariance-correlation matrix Qsðd0Þ ¼ E sðt þ di; ri; uÞsðt þ dk þ d0; rk ; uÞf gi;k¼1...N
can then be written as described in [2 p. 555] by:

Qsðd0Þ ¼ 1
4

bbH
� �� ppH

� �þ bbH
� �� � qqH

� �� �� Csðd0Þ (1.35)

where � denotes the Hadamard (element-wise) matrix product. The quantities b, p,
q, Cs depend on the specific signal power spectrum. As an illustrative example
we present here the results for the special case of a rectangular signal power
density with centre frequency fs and bandwidth Bs with fs � Bs=2; fs þ Bs=2½ 	 �
f0 � B=2; f0 þ B=2½ 	. Then one obtains bi ¼ e j2pfsrT

i u=c, pi ¼ e j2pfsdi Rie jji þHie jyið Þ,
qi ¼ e�j2pfsdi Rie�jji �Hie�jyið Þ for i¼ 1 . . . N, and:

Csðd0Þ ¼ Ps sinc pBs
ðri � rkÞT u

c
þ di � dk þ d0

 !
� e j2pD f d0

 !
i;k¼1...N

(1.36)

where Df ¼ fs � f0. For the receiver noise covariance matrix with independent
white noise in each channel we obtain:

Qnðd0Þ ¼ s2sinc pBsd0ð Þe j2pDf d0 diag
N

i¼1
ðR2

i þ H2
i Þ=2

	 

A complete array output covariance matrix for M targets then results in:

Rðd0Þ ¼
XM
i¼1

Qs;iðd0Þ þ Qnðd0Þ þ ggH (1.37)

With these formulas one can build all kinds of sub-band and space-time covariance
matrices. Special cases:

● No errors (R ¼ H ¼ 1, F ¼ G ¼ 0, j¼ y¼ 0), zero bandwidth (Bs ¼ 0), d0 ¼ 0:
Then Qs ¼ bbH Ps and b contains the frequency shifted steering vector
(e.g. Doppler).

● No errors (R ¼ H ¼ 1, F ¼ G ¼ 0, j¼ y¼ 0) and bandwidth Bs only, d0 ¼ 0:
Then Qs ¼ bbH � Cs.

● With errors present:
Then Qs of (1.35) can be written with the rules of the Hadamard product as:

Qs ¼
1
4
ðb � pÞðb � pÞH þ ðb� � qÞðb� � qÞH
h i

� Cs (1.38)

Comparing this with the error-free narrow-band covariance matrix shows that a
single target with steering vector b will result in a tilted steering vector aerrorðuÞ ¼
b � p plus an ‘image’ target aimageð�uÞ ¼ b� � q.
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Figure 1.11 shows the eigenvalues of a covariance matrix for narrowband
beamforming (phase shifting only) with and without errors and also the case of zero
bandwidth for reference. The scenario consists of three targets in azimuth direc-
tions �53�, �24�, 0� (u ¼�0.8, �0.4, 0.0) with equal element signal-to-noise ratio
(SNR) of 12 dB. The generic antenna of Figure 1.7 was used. In the case of no
errors and zero bandwidth one can see the three dominant eigenvalues and the noise
eigenvalues at constant level of 0 dB. Additional IQ-errors were modelled here by
an additional complex-normal distributed component with an amplitude standard
deviation (std) of 1 dB. With bandwidth and additional I- and Q-errors the typical
dominant eigenvalue leakage effect can be seen. The source power, which in the
narrowband error-free case is concentrated in the three dominant eigenvalues, here
leaks into the smaller eigenvalues. Also the noise eigenvalues become unequal.
The bandwidth and random channel errors lead to an approximate doubling of the
dominant eigenvalues. The amount of leakage depends on the signal power, the
bandwidth and the amount of error. It is important to note that eigenvalue leakage is
typically a strong signal effect. The leakage eigenvalues are at a certain level below
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Figure 1.11 Eigenvalues of covariance matrix at sub-array level for generic array
with 32 sub-arrays, narrowband beamforming by phase shifting at
elements. Eigenvalues are calculated from the theoretical covariance
model of (1.38). Three cases: no errors and zero bandwidth, no
errors and 10% relative bandwidth, IQ errors with 1 dB std
amplitude fluctuation and 10% bandwidth
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the dominant eigenvalues (defined by the vectors b � p, and b� � q). For weak
sources they will merge into the noise eigenvalues. This shows that the common
belief that with high signal-to-noise ratio performance converges to the ideal error-
free case is obviously not true for realistic types of error.

Eigenvalue leakage is also particularly strong for small number of samples for
estimating the covariance matrix. Figure 1.12 shows the eigenvalues for estimated
covariance matrices corresponding to the cases of Figure 1.11. The covariance
matrices are estimated from K ¼ 64 snapshots. This is the value that would give a
3-dB loss according to a rule of thumb termed ‘Brennan’s rule’ which says that
K 
 2N is required for a 3 dB loss, [22,23].

The eigenvalue leakage will in particular complicate the determination of the
number of dominant eigenvalues, which is important for the application of sub-
space methods for jammer suppression or super-resolution methods in Sections 1.6
and 1.7.2.

1.4.2 Bandpass filter errors
For general bandpass filter functions the integrals cannot be solved analytically.
However, a special technically important case is that of a sinusoidal ripple over the
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Figure 1.12 Eigenvalues of estimated covariance matrices at sub-array level from
64 snapshots, generic array with 32 sub-arrays, narrowband
beamforming by phase shifting at elements. Three cases: no errors
and zero bandwidth, no errors and 10% relative bandwidth, IQ
errors with 1 dB std amplitude fluctuation and 10% bandwidth
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bandwidth and this case can be solved. In order to show what effects can be
observed with this error model the results are shortly presented.

Let the baseband filter functions have the form Hið f Þ ¼ aið f Þe jfiðf Þ;
i ¼ 1 . . .N , with:

aið f Þ ¼ 1 þ ei cos 2pf hi; for fj j < B=2

0; else

(

fið f Þ ¼ 2pf di

(1.39)

ei < 1 is the ripple amplitude, hi counts the number of ripples, and di is a linear
phase slope or a delay. This results in the signal model:

siðtÞ ¼ e j2pf0ti

Z B=2

�B=2
e j2pxðtþtiÞaiðxÞe jfiðxÞdZsðxþ f0Þ (1.40)

Again we assume a sub-bandwidth fs � Bs=2; fs þ Bs=2½ 	 � f0 � B=2; f0 þ B=2½ 	,
which may be incorporated into the definition of dZs. As calculated in [2 p. 556]
this model leads to a signal covariance matrix:

Qsðd0Þ ¼ bbH
� �� pdpH

d
� �� Csðd0Þ ¼ b � pdð Þ b � pdð ÞH

h i
� Csðd0Þ (1.41)

with b ¼ ej2pfsti
� �

i¼1...N ; ti ¼ rT
i u=c; pd ¼ ej2pfsdi

� �
i¼1...N , and Cs;ikðd0Þ ¼

Psej2pDf d0 sincðpBsdikÞ þ eiHik þ ekJik þ eiekKik½ 	, Df ¼ fs � f0, dik ¼ ti � tk þ
di � dk þ d0 and

Hik ¼ 1
2

e j2pDfhi sincpBsðdik þ hiÞ þ e�j2pDfhi sincpBsðdik � hiÞ
� �

Jik ¼ 1
2

e j2pDfhk sincpBsðdik þ hkÞ þ e�j2pDfhk sincpBsðdik � hkÞ
� �

Hik ¼ 1
4
½e j2pDf ðhi�hkÞ sincpBsðdik þ hi � hkÞ þ e�j2pDf ðhi�hkÞ

� sincpBsðdik � ðhi � hkÞÞ þ e j2pDf ðhiþhkÞ sincpBsðdik þ hi þ hkÞ
þ e�j2pDf ðhiþhkÞ sincpBsðdik � ðhi þ hkÞÞ	

From this formula, the receiver noise covariance can be obtained as a diagonal
matrix Qnðd0Þ by replacing in Qsðd0Þ the quantities Ps ¼ s2 and dik ¼ d0

(see [2 p. 556] for the explicit formula).

1.4.3 AD-converter limitation
A third kind of error, which is however difficult to model, arises due to limiting
effects. All digital signal processing algorithms assume a linear receiver. Limiting
effects are the most frequent non-linear effects appearing in real systems and the
AD converters are most sensitive to limiting because radar has typically very high
dynamic range: the target echo may be below receiver noise while the clutter may

36 Novel radar techniques and applications – volume 1



be more than 60 dB above receiver noise. Suppose we have an AD-converter with
b bits then the classical formula for the maximum possible SNR with respect to
quantization noise is SNRmax ¼ 6.02b þ 1.76 dB. The receiver noise should be
slightly higher than the quantization noise level to allow an integration effect for a
signal below receiver noise. This means that for a 14 bit ADC we have a maximum
SNR of 86 dB which is a value that can be easily attained in reality. Normally an
automatic gain control (AGC), which is an SNR adaptive attenuation, is inserted
into the digital receivers to avoid limiting. If we have strong clutter the AGC may
make small targets to be sub-merged in noise, or in other words, can reduce the
radar range. So, the system is not completely distorted in the case of limiting, but it
will suffer a soft degradation with respect to the maximum range.

If the non-linearity is known in its functional form, it is possible to compensate
the non-linear effects. This has been shown in [24] for non-linearities up to third
order. This technique may be applied for analogue limiting. For hard clipping as
produced by AD converter limiting there is no correction possible and only an AGC
can help avoiding this.

In any case, whether produced in the analogue or digital domain, any
uncompensated limiting effects will give rise to dispersive effects leading to
additional eigenvalues in the covariance matrix similar to the effects described in
Sections 1.4.1 and 1.4.2.

1.5 Antenna pattern shaping

Conventional beamforming means nothing else than coherent integration of the
spatially sampled data, i.e. the array elements outputs are phase compensated and
coherently summed up. This results in a pronounced main beam when the phase
differences match with the direction of the plane wave, and results in sidelobes
otherwise. The beam shape and the sidelobes can be further influenced by addi-
tional amplitude weighting. Let us consider the complex beamforming weights
wi ¼ gie j2pf rT

i u=c, i ¼ 1 . . . N. Examples of common weightings for sidelobe
reduction are:

● Some bell-shaped amplitude weighting over the aperture, like gi ¼ cosn pxi=Að Þþ
a (for suitable constants n, a), or gi ¼ e�nx2

i . This is the simplest way of pattern
shaping and the foundation is quite heuristic.

● Taylor weighting, [7 p. 13.29]: This weighting imposes minimal constraints in
the sense that it tries to leave the conventional (uniformly weighted) pattern
undistorted except for a reduction of the first n sidelobes to a prescribed level.

● The Dolph–Chebyshev weighting [7 p. 13.29]: This creates a pattern with all
sidelobes equal to a prescribed level.

There are some reasons to require an equal sidelobe level (uniform discrimination
of all sidelobe directions) as well as for a decay of the sidelobe level (maximum
suppression of interference outside the field of interest). Hence, it is not clear what
the optimum design is and only an analysis at system level comparing false alarms
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could answer this. Actually, deterministic pattern shaping is applied if nothing
about the expected interference is known. The price to be paid for all these sidelobe
reduction is a broadening of the main beam.

Figure 1.13(a) shows examples of such patterns for a ULA with 40 elements.
The taper functions for low sidelobes were selected such that the 3 dB beamwidth
of all patterns are equal. The conventional pattern is plotted for reference showing
how tapering increases the beamwidth. Which tapering may be preferred depends
on the emphasis on close-in and far-off low sidelobes. Another point of interest is
the dynamic range of the weights and the SNR loss, because at the array elements
only attenuations can be applied. Obviously the weighting of a few boundary array
elements determine the shape of the sidelobes as seen from Figure 1.13(b). For
planar arrays the efficiency of the tapering is slightly different. Robustness and
loss properties of low sidelobe taperings have been analysed in detail in [25].

Optimum deterministic pattern shaping. The rationale for low sidelobes is
that we want to minimize some unknown interference power coming over the
sidelobes. This can be achieved by solving the following optimization problem
[25 Chapter 5.5, 26].

min
w

Z
W

wH a uð Þ�� ��2pðuÞdu subject to wH a0 ¼ 1; or equivalently

min
w

wCw s:t: wH a0 ¼ 1; with C ¼
Z
W

a uð Þ a uð ÞH p uð Þdu
(1.42)

W denotes the angular sector where we want to influence the pattern, e.g. the whole
visible region u2 þ v2 � 1, and p(u) is a weighting function which allows to put
different emphasis on the criterion in different angular regions. The solution of this
constrained least squares optimization is:

w ¼ C�1a0

aH
0 C�1a0

(1.43)

For the choice of the function p we remark that, for a global reduction of the
sidelobes when W ¼ fu 2 R

2 u2 þ v2 � 1g�� , one should exclude the main beam
from the minimization by setting p ¼ 0 on this set of directions (in fact, a slightly
larger region is recommended, e.g. the null-to-null width) to allow a certain
mainbeam broadening. This makes the solution more efficient. This technique has
been applied in [27] to generate a pattern with reduced sidelobes only at negative
elevations as a mean to reduce ground clutter for an airborne nose radar.

One may also form discrete nulls in directions u1; . . . ; uM by setting

pðuÞ ¼PM
k¼1 dðu � ukÞ. The solution of (1.42) then can be shown to be:

w ¼ Pa0

aH
0 Pa0

with P ¼ I � A ðAH AÞ�1AH and A ¼ a u1ð Þ; . . . a uMð Þð Þ (1.44)

This is just the weight for deterministic nulling because the projection P creates
true nulls in the array pattern. To avoid insufficient suppression due to channel
inaccuracies one may also create small extended nulls using a set of neighbouring
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Figure 1.13 Low sidelobes by Gauss, Taylor and Chebyshev amplitude tapering
(from [4]). (a) Low sidelobe patterns of equal beamwidth and
(b) amplitude taper values over element number corresponding to
patterns in (a)
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directions. The form of these weightings shows the close relationship to ABF in
(1.49) and (1.55).

The form of the projection also shows the relation between the number of
elements and the number of pattern nulls. If the directions u1; . . . ;uM are all dif-
ferent and if the array has no ambiguities, then rank Af g ¼ M . Therefore, if M is
equal to the number of elements then A is square and regular, then P is the null
matrix and no beamforming will be produced. With N elements one can maximally
produce N-1 nulls. The rank of A is also called the required number of degrees of
freedom (dof) of the weighting w.

1.6 Adaptive interference suppression

Deterministic pattern shaping is applied if we have rough knowledge about
the interference angular distribution. In the sidelobe region this method can be
inefficient because the antenna response to a plane wave (the vector a(u)) must be
exactly known which is in reality seldom the case. Typically much more suppres-
sion is applied than necessary and the price to be paid is the related beam broad-
ening and SNR loss. Adaptive interference suppression needs no knowledge of the
directional behaviour and suppresses the interference only as much as necessary.
The proposition for this approach is that we are able to measure or learn in some
way the ABF weights.

In the sequel we formulate the ABF algorithms for array element outputs. With
the formalism of the sub-array transformation matrix T and the concept of super-
array elements as described in (1.19) this can be directly applied to sub-array outputs.

1.6.1 Adaptive beamforming principles
To explain the principles and basic approaches let us first suppose we know the
interference situation in the sense that we know the interference covariance
matrix Q. What is then an optimum beamforming vector w?

Maximizing SNIR. From the Likelihood Ratio test criterion we know that the
probability of detection is maximized if we choose a weight vector wopt that maximizes
the signal-to-noise-plus-interference ratio (SNIR) for a given (expected) signal a0,

max
w

wH a0j j2

E wH nj j2
n o ¼ max

w

wH a0j j2
wH Q w

(1.45)

The solution of this optimization is:

wopt ¼ m Q�1a0 with Q ¼ E nnH
	 


(1.46)

m is a free normalization constant and n denotes interference and receiver noise.
This weighting has a very intuitive interpretation. If we decompose Q�1 ¼ LLH

and apply this weight to the data, we have wH
optz ¼ aH

0 Q�1z ¼ aH
0 LH Lz ¼

La0ð ÞH Lzð Þ. This reveals that ABF does nothing else but a pre-whiten and
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match operation: If z contains only interference, i.e. if E zzHf g ¼ Q, then
EfðLzÞðLzÞHg ¼ I, and the multiplication by L is a pre-whitening operation. The
operation of L on the (matched) signal vector a0 accounts for the distortion from
the pre-whitening operation and restores just the matching.

Sub-arrays. The formulation of weight vectors at the array elements can be
easily extended to sub-arrays with digital outputs. As mentioned in Section 1.3.3, a
sub-arrayed array can be viewed as a super-array with directive elements positioned
at the centres of the sub-arrays. This means that we have only to replace the
quantities a, n by ~a ¼ TH a and ~n ¼ TH n. However, there is a difference with
respect to receiver noise. If the noise at the elements is white with covariance
matrix s2I then it will be at the sub-array outputs ~Q ¼ s2TH T which is for over-
lapping sub-arrays not diagonal and which has for non-overlapping unequal sub-
arrays unequal diagonal elements. Adaptive processing will turn this into white
noise. In particular, if we apply at the elements some weighting for low sidelobes,
which are contained in the matrix T, then ABF will reverse this operation by the
pre-whiten and match principle. Then after ABF at sub-array level the residual
noise will be white and the desired low sidelobe pattern is reversed at sub-array
level. This effect can be avoided by simply normalizing the matrix T such that
TH T ¼ I. For non-overlapping sub-arrays this can be achieved by normalizing
the element weights as mentioned in Section 1.3.3. We call configurations with
interference suppression by adaptively weighting the sub-array outputs a direct
sub-array weighting (DSW) configuration.

Sidelobe canceller configurations. A very particular sub-array configuration
for ABF is the sidelobe canceller (SLC). The basic idea is that any (even a
reflector) antenna can be turned into an adaptive antenna by adding some auxiliary
antennas. This is a cheap and simple method to provide any antenna with adap-
tivity. The additional antennas (called auxiliary antennas) are used to estimate the
interference power and this is subtracted from the main antenna. Figure 1.14 shows
the principle. The SLC has been described [7 p. 24.11] and has been studied in
detail in [25 Chapter 4].

Actually, this is a way of post-beamforming adaptation. The adaptive weights
are estimated by minimizing EfjSsum � ŵH

auxzauxj2g. The solution of this problem is:

ŵaux ¼ Q�1
auxr; where Qaux ¼ E zauxzH

aux

	 

and r ¼ E zauxS�

sum

	 

One can show that this is the same as the SNIR-optimum solution of (1.46) if the
desired signal has the form a0 ¼ 1; 0; :::0ð ÞT , i.e. if we assume that the signal to be
detected is only present in the main channel and not in the auxiliary channels:

Q�1 ¼ E
Ssum

zaux

 !
Ssum

zaux

 !H( )�1

¼ E Ssumj j2
n o

rH

r Qaux

 !�1

¼ ðQ�1Þ11 �ðQ�1
auxrÞHðQ�1Þ11

�Q�1
auxrðQ�1Þ11 ðQ�1Þ22

 ! (1.47)
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Therefore ŵ ¼ Q�1a0 ¼ ðQ�1Þ11
1

�Q�1
auxr

� �
¼ ðQ�1Þ11

1
�waux

� �
is the solution

(1.46) for a special choice of m.
If, as indicated in Figure 1.14, the main antenna is also an array, it is not

necessary to take extra-auxiliary elements. These elements can be taken out of the
whole array. Then one arrives at a configuration as in Figure 1.15 called the gen-
eralized SLC (GSLC). Like the SLC the GSLC is a jammer suppression method
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Figure 1.14 Principle of sidelobe canceller (SLC)
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Figure 1.15 Generalized sidelobe canceller (GSLC)
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after beamforming. The key feature is that the main channels (sum and difference
beams) and the auxiliary channels are all generated from the sub-arrays. Note that
the sub-arrays in Figure 1.15 could be also single elements.

The important feature of the GSLC system is the option to form the sum and
difference beams by analogue beamforming networks. This reduces the danger of
ADC limiting for strong sidelobe jammers. However, the danger of ADC limiting
for mainbeam jammers is increased by this concept.

The auxiliary channels for the GSLC need not to be single elements or sub-
arrays, but may be generated from the whole array by an auxiliary transformation
matrix M as indicated in Figure 1.15. Suppose we have L sub-arrays and want to
have P auxiliary channels. The L � P auxiliary transformation matrix M can be any
matrix, from a simple selection matrix for single sub-arrays to a matrix that forms
full beams with all sub-array outputs. The auxiliary channel outputs are
zaux ¼ MH~z ¼ MH TH z and the main channel output is Ssum ¼ ~mH TH z. The opti-
mum GSLC weight is then:

waux ¼ Q�1
auxr; where Qaux ¼ MH ~QM and r ¼ MH ~Q ~m

Several observations can be made for the GSLC:

(i) The columns of M and ~m must be linear independent, i.e. the auxiliaries
must provide additional information. In particular the number of columns of
M must be smaller than the number of sub-arrays L.
[Proof: If ~m ¼ Mc for some coefficients c, then waux ¼ c and therefore
Ssum � wH

auxzaux ¼ 0].
(ii) If the auxiliary channels block the vector used for beamforming, i.e. if

MH ~m ¼ 0 (reference blocking condition), and if the auxiliaries preserve
all dof, i.e. if M is of rank L-1, then one can calculate that the GSLC
weight is the same as the DSW weight for the transformed sub-array con-

figuration. More precisely, for the beam space sub-arrays ~zBS ¼ ~mH~z
MH~z

� �
one has ~QBS ¼ ~mH ~Q ~m ~mH ~QM

MH ~Q ~m MH ~QM

� �
and ~sBS ¼ ~mH ~m

MH ~m

� �
¼ ~mH ~m

1
0

� �
and therefore

wDSW;BS ¼ ~Q
�1
BS~sBS ¼ m

1
� MH ~QM
� ��1

MH ~Q ~m

� �
¼ m 1

�waux

� �

This means that under these conditions the GSLC is exactly the same as
the SNIR-optimum weight applied to a special (modified) sub-array
configuration.

(iii) For the special case that the auxiliaries are adapted to the interference in the
sense that the columns of the matrix M span the interference sub-space, then
the GSLC is the same as the DSW interference suppression by a projection.
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[Proof: If the columns of the matrix M span the interference sub-space then
the covariance matrix can be written as ~Q ¼ I þ MBMH with a certain
interference cross-correlation matrix B and one obtains:

waux ¼ ðMH M � MH MBMH MÞ�1ðMH � MH MBMHÞ ~m
¼ ðMH MÞ�1ðI � MH MBÞ�1ðI � MH MBÞMH ~m

¼ ðMH MÞ�1MH ~m

from which follows that Ssum � wH
auxzaux ¼ ~mHðI � MðMH MÞ�1MHÞ~z,

which is the projection operation.]

As mentioned before, ~m needs not to be equal to the desired signal, i.e. the refer-
ence blocking condition is not necessarily a signal blocking condition. The term
signal blocking is often used in the literature.

The shape of the sub-arrays of the equivalent beamspace representation should
be irregular to avoid grating effects, i.e. possible periodic repetitions of the jammer
nulls. The main difference between GSLC and DSW lies in the dynamic range
of the adaptive channels because of the different point of AD-conversion in the
processing chain. This leads to differences in the sensitivity and the suppression of
strong jammers. Limiting of the AD-converters must be avoided, because any non-
linearity degrades the adaptive suppression. For the GSLC strong sidelobe jammers
are attenuated before adaptation by the sidelobe level and limiting effects will
occur only for very strong jammers, whereas with DSW the jammer will in general
be located within the sub-array mainlobe. Conversely, for mainbeam jammers the
GSLC will soon come to limiting in the mainbeam, while for DSW with the much
lower sub-array gain adaptive suppression may still be possible. The number and
size of the sub-arrays thus determine the performance against mainbeam jammers.
However, both systems do not completely fail if ADC limiting occurs. In this case,
the gain of the sub-arrays or the main beam would be reduced by an AGC device.
This produces some SNR degradation resulting in a range reduction, but the losses
are different for DSW and GSLC for sidelobe and mainlobe jammers.

The GSLC is not suited to reduce the necessary dof for nulling the interference.
The required number of dof depends on the number of jammers and the system
errors, as has been shown in [12] and in Section 1.4. Any reduction of the dof below
the necessary number will result in some performance loss. As a rule of thumb, it
has been found in [12] that a number of dof of two to three times the number of
jammers is necessary to compensate for channel errors. This is primarily a
requirement for strong jammers, especially mainbeam jammers, because only then
leakage eigenvalues due to the channels errors emerge from noise. Another effect
of this feature is that an attempt to reduce cost by reducing the number of adaptive
channels may fail because of the higher accuracy requirements for each channel.

With respect to channel errors there is another difference between both concepts,
DSW and GSLC. The analogue beamforming networks of the GSLC tend to be more
broadband. For DSW all bandpass filtering and AD-conversion errors have an impact
on beamforming, in particular with respect to the null depth and the low sidelobe
level. DSW with channel errors can perform significantly worse than the GSLC.
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This error sensitivity is basically a problem of digital beamforming and is not
specific to ABF. It is known that suitable calibration procedures are the key solu-
tion to this problem. Simple phase and amplitude calibration is not the problem.
Channel inequalities have to be reduced over the receiving (signal) bandwidth to a
sufficiently low level, if high jammer suppression is desired. Passband equalization
techniques may be required.

ABF as a constrained optimization. Sometimes interference suppression is
realized by minimizing only the jamming power subject to additional constraints,
e.g. wHci ¼ ki, for suitable vectors ci and numbers ki, i ¼ 1 . . . r. Although this is an
intuitively reasonable criterion, it does not necessarily give the maximum SNIR.
For certain constraints however, both solutions are equivalent. The constrained
optimization problem can be written in general terms as:

minw wH Qw s:t: wH C ¼ k or wH ci ¼ ki; i ¼ 1 . . . r
� �

(1.48)

This minimization problem has the solution:

w ¼
Xr

i¼1

l iQ
�1ci ¼ Q�1C CH Q�1C

� ��1
k (1.49)

Examples of special cases:

● Single unit gain directional constraint: wH a0 ¼ 1 ) w ¼ ðaH
0 Q�1a0Þ�1Q�1a0.

This is obviously equivalent to the SNIR-optimum solution (1.46) with the
specific normalization m ¼ ðaH

0 Q�1a0Þ�1.
● Gain and derivative constraint: wH a0 ¼ 1; wH a00 ¼ 0 ) w ¼ m Q�1a0 þ

kQ�1a00 with suitable values of the Lagrange parameters m, l. A derivative
constraint is added to make the weight less sensitive against directional
mismatch of the steering direction.

● Gain and norm constraint: wH a0 ¼ 1; wH w ¼ c ) w ¼ mðQ þ dIÞ�1a0. The
norm constraint is added to make the weight numerically stable. In fact, this
is equivalent to the famous diagonal loading technique which we will
consider later.

● Norm constraint only: wH w ¼ 1 ) w ¼ min EV ðQÞ. Without a directional
constraint the weight vector produces a nearly omni-directional pattern which
posseses only nulls in the interference directions. This is also called the power
inversion weight, because the pattern displays the inverted interference power.

As we mentioned before, fulfilling the constraints may imply a loss in SNIR.
Therefore several techniques have been proposed to mitigate the loss. The first idea
is to allow a compromise between power minimization and constraints by intro-
ducing coupling factors bi and solve a soft constraint optimization:

min
w

wH Qw þ
Xr

i¼1

bi wH ci � ki

�� ��2 or equivalently

min
w

wH Qw þ ðwH C � kÞH BðwH C � kÞ
(1.50)
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with B ¼ diag{b1, . . . br}. The solution of this soft-constraint optimization is:

w ¼ ðQ þ CBCHÞ�1CBk (1.51)

One may extend the constrained optimization by adding inequality constraints.
This leads to additional solutions with improved robustness properties but which
often cannot be solved analytically. A number of methods of this kind have been
proposed, see [28–31]. As we are only presenting the principles here we do not go
into further details.

Performance criteria and displays. The performance of ABF is often
displayed by the adapted antenna pattern. A typical adapted antenna pattern with
3 jammers of 20 dB SNR is shown in Figure 1.16(a) for the generic array of
Figure 1.7. This pattern does not show how the actual jamming power is compen-
sated by the null depth.

Plots of the SNIR are better suited for displaying this effect. The SNIR is
typically plotted for varying target direction while the interference scenario is held
fixed, as seen in Figure 1.16(b). The SNIR is normalized to the SNR in the clear
(i.e. in absence of any jamming) and without ABF. In other words, this pattern
shows the insertion loss arising from the jamming scenario with applied ABF.
One can see that in this ideal case an insertion loss only occurs for targets close to
the interference direction, i.e. when the jammer lies on the skirt of the main beam.
The 3 dB width of the sum beam is indicated by the shaded area. For sidelobe
jammers the insertion loss is virtually zero.

The effect of target and steering direction mismatch is not accounted for in the
SNIR plot. This effect is displayed by the scan pattern, i.e. the pattern arising if the
adapted beam scans over a fixed target and interference scenario. Such a plot is
rarely shown because of the many parameters to be varied. In this context, we note
that for the case that the training data contains only the interference plus noise the
main beam of the adapted pattern is fairly broad similar to the unadapted sum beam
and is therefore fairly insensitive to pointing mismatch. Obtaining an interference
alone covariance matrix is a matter of proper selection of the training data as dis-
cussed in the following section.

Figure 1.16 shows the case of an untapered (uniformly weighted) planar
antenna. The first sidelobes of the unadapted antenna pattern are at the typical level
of �17 dB and they are nearly unaffected by the adaptation process. If we have an
antenna with low sidelobes, the peak sidelobe level is affected and increases in this
case by 15 dB as see in Figure 1.17. Due to the tapering we have a loss in SNIR of
1.2 dB compared to the reference antenna (untapered without ABF and jamming).
For comparison we have also plotted the insertion loss with a non-adaptive antenna
which reproduces virtually the inverted antenna pattern. This shows the significant
SNIR loss in spite of the low sidelobes.

1.6.2 Estimation of adaptive weights
In reality the interference covariance matrix is not known and must be estimated
from some training data Z ¼ z1; � � � zKð Þ. To avoid signal cancellation the training
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Figure 1.16 Untapered beamforming: Antenna and normalized SNIR patterns for
a three jammer configuration and generic array (from [4]).
(a) Adapted antenna pattern and (b) SNIR
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a three jammer configuration for generic array with low sidelobes,
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data should only contain the interference alone. Techniques how to achieve this
will be considered in Section 1.6.4.

The ML estimate of the covariance matrix is:

Q̂SMI ¼
1
K

XK

k¼1

zkzH
k (1.52)

This is called the Sample Matrix Inversion algorithm (SMI). The SMI method is
only asymptotically a good estimate. For small sample size it is known to be not
very stable. To guarantee matrix inversion we need at least K ¼ N samples.
According to Brennan’s Rule, [22,23], one needs K ¼ 2N samples to obtain an
average SNIR loss below 3 dB. For smaller sample size the performance can be
considerably worse. However, by simply adding a multiple of the identity matrix to
the SMI estimate a close to optimum performance can be achieved. This is called
the loaded sample matrix inversion (LSMI) method:

Q̂LSMI ¼
1
K

XK

k¼1

zkzH
k þ d � I (1.53)

The drastic difference between SMI and LSMI is shown in Figure 1.18 for the
generic array (Figure 1.7) for three jammers of 20 dB input JNR with 32 sub-arrays
and only 32 data snapshots (the minimum number). It can be shown that for a
‘reasonable’ choice of the loading factor (a rule of thumb is d ¼ 2s2 . . . 4s2 for an
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Figure 1.18 SNIR for SMI, LSMI (d ¼ 4s2) and eigenvector projection with
dimJSS ¼ 3 (from [4])
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untapered antenna) we need only 2M snapshots to obtain a 3 dB SNIR loss, if M
denotes the number of jammers (or better the number of dominant eigenvalues)
present, [23,32]. So, with diagonal loading the sample size can be considerably
lower than the dimension of the matrix. The beneficial effect of the loading factor is
based on the fact that the dynamic range of the small eigenvalues is compressed.
The small eigenvalues possess the largest statistical fluctuation, but have the
greatest influence on the weight fluctuation due to the matrix inversion.

One may go even further and ignore the small eigenvalue estimates com-
pletely, i.e. one tries to find an estimate of the inverse covariance matrix based only
on the dominant eigenvectors and eigenvalues. For high JNR we can replace the
inverse covariance matrix by a projection matrix. Suppose we have M jammers
with amplitudes b1ðtkÞ; . . . ; bMðtkÞ in directions u1, . . . , uM with received data
zk ¼ Abk þ nk , then:

E zzH
	 
 ¼ Q ¼ ABAH þ I (1.54)

For convenience we have normalized the noise power to 1. With this normalization
the diagonal elements of B ¼ EfbbHg represent the signal–noise ratio. Using the
matrix inversion lemma we have that:

Q�1 ¼ I � AðB�1 þ AH AÞ�1AH ��������������!
B!1

I � AðAH AÞ�1AH ¼ P?
A (1.55)

P?
A is a projection on the space orthogonal to the columns of A. For strong jammers

the space spanned by the columns of A will be the same as the space spanned by the
dominant eigenvectors, if we have no channel errors. The matrix X ¼ AðAH AÞ�1=2

is just the matrix of the corresponding orthonormalized vectors. We may therefore
replace the estimated inverse covariance matrix by a projection P?

X ¼ I � XXH and
approximate X by the dominant eigenvectors because the eigenvectors X are
orthonormalized. This is called the EVP method. In the asymptotic case one has up
to a complex factor X ¼ AðAH AÞ�1=2.

Figure 1.18 shows the performance of the EVP method in comparison with
SMI and LSMI. Note the little difference between LSMI and EVP. The results with
the three methods are based on the same realization of the covariance estimate.

For EVP we have to know the dimension of the jammer sub-space (dimJSS).
In complicated scenarios and with channel errors present this value can be difficult
to determine. If dimJSS is grossly overestimated a loss in SNIR occurs. If dimJSS is
underestimated the jammers are not fully suppressed. One is therefore interested in
sub-space methods with low sensitivity against the choice of the sub-space
dimension. This property is achieved by a ‘weighted projection’, i.e. by replacing
the projection by:

PLMI ¼ I � XDXH (1.56)

where D is a diagonal weighting matrix and X is a set of orthonormal vectors
spanning the interference sub-space. PLMI is of course no projection. Methods of
this type of are called lean matrix inversion (LMI) methods. Comparing (1.56) with

50 Novel radar techniques and applications – volume 1



(1.55) one can see that this is just a simplified (lean) estimate of the inverse cov-
ariance matrix. A number of methods have been proposed that can be interpreted as
an LMI method with different weighting matrices D. The LMI matrix can also be
economically calculated by an eigenvector-free QR-decomposition method,
[32,33].

One of the most efficient methods for pattern stabilization while maintaining a
low desired sidelobe level is the constrained adaptive pattern synthesis (CAPS)
algorithm, [34], which is also a sub-space method. Let m be the vector for beam-
forming with low sidelobes in a certain direction. In full generality the CAPS
weight can be written as:

wCAPS ¼ 1

mH Q̂
�1
SMIm

Q̂
�1
SMIm � X? XH

?CX?
� ��1

XH
?C

1

mH Q̂
�1
SMIm

Q̂
�1
SMIm � m

 !

(1.57)

where the columns of the matrix X⊥ span the space orthogonal to X;m½ 	 and X is
again a unitary L � M matrix with columns spanning the interference sub-space
which is assumed to be of dimension M. C is a directional weighting matrix,
C ¼ RWaðuÞaðuÞH pðuÞ du, and W denotes the set of directions of interest and p(u)
is a directional weighting function. If we use no directional weighting, C � I, the
CAPS weight vector simplifies to:

wCAPS ¼ m þ P X;m½ 	
1

mH Q̂
�1
SMIm

Q̂
�1
SMIm � m

 !
(1.58)

where P X;m½ 	 denotes the projection onto the space spanned by the columns of X
and m. This method is particularly effective for very low sidelobes and mainbeam
jammers.

1.6.3 Determination of the dimension of jammer
sub-space (dimJSS)

Sub-space methods require an estimate of the dimension of the interference
sub-space. Usually this is derived from the sample eigenvalues. For complicated
scenarios and small sample size a clear decision of what constitutes a dominant
eigenvalue may be difficult. There are two principle approaches to determine
the number of dominant eigenvalues, information theoretic criteria and noise
power tests.

The information theoretic criteria are often based on the sphericity test criter-
ion; see e.g. [35],

TðmÞ ¼
1

N�m

PN
i¼mþ1 liQN

i¼mþ1 li

� �1=ðN�mÞ (1.59)

where li denote the eigenvalues of the estimated covariance matrix ordered in
decreasing magnitude. This ratio of the arithmetic to geometric mean of the
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eigenvalues is a measure of the equality of the eigenvalues. If all eigenvalues are
equal this ratio is equal to one. The information theoretic criteria select dimSS by
minimizing this ratio with a penalty function added. Many criteria of this kind have
been proposed, e.g. the Akaike Information Criterion (AIC) and Minimum Descrip-
tion Length (MDL) choose dimJSS¼ M̂ as the minimum of the following functions:

AICðmÞ ¼ KðN � mÞlog TðmÞ½ 	 þ mð2N � mÞ
MDLðmÞ ¼ KðN � mÞlog TðmÞ½ 	 þ m

2

� �
ð2N � mÞlog K

(1.60)

With the penalty function the criteria try to model the decay of the small eigen-
values (see e.g. Figure 1.12) for finite sample size.

Another group of criteria assume that the noise power s2 is known and just
check the estimated noise power against this value, [35]. One of these approaches is
the white noise test (WNT) which uses the statistic

LðmÞ ¼ 2K

s2

XN

i¼mþ1

li (1.61)

If the data consist only of M signals plus white Gaussian receiver noise, the sum can
be considered as the trace of a certain Wishart matrix. The decision for the correct
white noise part can be found sequentially, starting with all eigenvalues considered
as noise eigenvalues and by reducing the noise part in each step. This results in a
sequence of tests which stops if the test statistic L(m) is for the first time below a
given threshold:

for i ¼ 1 . . .N do
if LðmÞ � c2

2KðN�mÞ;a : M̂ ¼ m; STOP
end

(1.62)

The symbol c2
r;a denotes the a-percentage point of the c 2-distribution with r dof.

This threshold is possible due to the white noise assumption. The probability to
overestimate dimJSS is then asymptotically bounded by a. More modern versions
of this test have also been derived, e.g. [36].

For small sample size AIC and MDL are known for grossly overestimating the
number of sources. In addition, bandwidth and array channels errors lead to a leakage
of the dominant eigenvalues into the small eigenvalues, [37]. Improved eigenvalue
estimates for small sample size can mitigate this effect. The simplest way could be to
use the asymptotic approximation using the well-known linkage factors [38]:

^̂li ¼ l̂i � 1
K
l̂i

XN

j¼1
j 6¼i

l̂i

l̂i � l̂j

(1.63)

More refined methods are also possible, e.g. minimum risk estimators with
shrinking-expansion (SE) property, see [35,39]. However, as explained in [35]
simple diagonal loading can effectively improve AIC and MDL for small sample
size and can make these criteria robust against errors. For WNT such loading is
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already contained in the setting of the assumed noise level s2. Figure 1.19 shows as
an example a comparison of MDL and AIC without any corrections, MDL and
WNT with asymptotic correction (1.63), and MDL and WNT with diagonal loading
of m¼ 1s2. The threshold for WNT was set for a probability to overestimate the
target number of a¼ 10%. The scenario consists of four sources at u ¼�0.7,
�0.55, �0.31, �0.24 with SNR of 18, 6, 20, 20.4 dB and a uniform linear antenna
with 14 elements and 10% relative bandwidth leading to some eigenvalue leakage.
The empirical probabilities were determined from 100 Monte Carlo trials. Note that
the asymptotic correction seems to work better for WNT than for MDL. With
diagonal loading all decisions with both, MDL and WNT, were correct (equal to 4).

A more thorough study of the small sample size dimJSS estimation problem
considering the ‘effective number of identifiable signals’ has been performed in
[40] and a new modified information theoretic criterion has been derived.

1.6.4 Other aspects of implementation
The key problem of implementation is in which time window and how many
secondary data should be sampled for learning the adaptive weights. For ideal
interference suppression, the secondary data used for adaptation should

(i) not contain the desired signal to avoid signal cancellation,
(ii) not contain clutter because this would consume unnecessary dof as clutter

can be suppressed effectively in the spectral domain after beamforming.
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Figure 1.19 Comparison of tests for linear array with N ¼ 14 elements, K ¼ 14
snapshots, with and without asymptotic correction or diagonal
loading of 1s2 (from [4])
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(iii) The whole adaptation time window should be short for rapid adaptation
against non-stationary scenarios while a degradation of the coherent inte-
gration by weight/pattern fluctuation in the coherent processing interval
(CPI) should be avoided.

Signal inclusion: The inclusion of the desired signal in the training data results in a
suppression of the signal. Jammer suppression is normally done before matched
filtering for the signal (pulse compression). The signal power is then fairly low,
often below the noise level. So, if the covariance matrix is estimated from finite
(few) snapshots, signal cancellation occurs effectively only for the strong signals
because the eigenvalues due to the weak signal are sub-merged in noise and leakage
eigenvalues (see Section 1.4). For strong signals some degradation in SNR may be
acceptable. On the other hand, weak signals are estimated quite inaccurate in the
covariance matrix such that there is nearly no additional degradation due to signal
cancellation. Sub-space algorithms can reduce the signal cancellation effect further,
because they allow ignoring a possible weak desired signal by the threshold that
defines the interference sub-space.

The problem is illustrated in Figure 1.20 for the case of DSW. This plot shows
the SNIR with a signal present during adaptation, normalized to the optimum case
(no jammer, no adaptation, no tapering) for various signal directions (the values of
the x-axis) and for element SNR values of �10, 0, and 10 dB (powers are taken
before pulse compression). The dashed lines show the SNIR using the exact
(asymptotic) covariance matrix; the solid lines show the case for an estimated
covariance matrix from 64 snapshots. We used the generic antenna of Figure 1.7
with 902 elements and 32 sub-arrays. A 40 dB Taylor weighting is applied at the
elements, leading to a loss in gain of 1.7 dB. The receiving bandwidth is set to 1%
(resulting in some leakage eigenvalues); 4 jammers are present with powers of 18,
3, 20, 20 dB. One can see that the maximum loss appears for the strong 10 dB
target. For the target in the look direction this loss is about 6 dB for the estimated
covariance matrix while we have 11 dB loss for the true covariance. This 5 dB loss
may be tolerable for such a strong target, which corresponds to a SNR of 40 dB at
the sum beam output. For the weak target cases the loss is less than 1 dB in the look
direction and about 3 dB for target at the skirt of the main beam at 0.5 BW. Thus
signal cancellation does not seem to be a serious problem. In the tracking mode the
range bin of the target is approximately known and there should be no problem to
find target-free secondary data windows.

Inclusion of clutter: The inclusion of clutter in the training data consumes
dof needed for jammer suppression. Training data with clutter can be avoided by
sampling at ranges without clutter, e.g. for a ground based radar before trans-
mitting or at large ranges, or, for an airborne radar before the ground clutter
returns arrive. If there are no range bins without clutter (e.g. for a high PRF
radar with range ambiguity), simple pre-clutter filters may be necessary for all
sub-array channels. This is of course more expensive. The optimum solution
would be to suppress clutter and jammer together by STAP. Much research has
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been done in this field. It is however a much more expensive solution than the
concepts discussed here.

Non-stationary scenarios: The usual procedure for adaptive processing is to
sample the training data in clutter-free intervals and then freeze the weights to
suppress the interference in the subsequently incoming data. This is only reason-
able for stationary situations. For rapidly changing scenarios, e.g. moving jammers
or a moving platform, the jammer may move out of the adaptively formed pattern
null. In particular for airborne radar a platform roll movement can lead to high
changes in angle. One solution is to apply additional (‘derivative’) constraints
which produce broader pattern nulls [29,42].

Another solution is to apply the weights to the data in the same window where
the training data have been sampled. This means that these data have to be stored.
The training data may be selected uniformly out of the time window and have to be
pre-clutter filtered. This way, moving jammers will also produce broader nulls. The
null depth may be insufficient with this sampling scheme due to the different
jamming power at the time of weight learning and weight application, but this can
be mitigated by using projection algorithms which tend to be independent of the

0 0.1 0.2 0.3 0.4 0.5 0.6
–20

–18

–16

–14

–12

–10

–8

–6

–4

–2

0

(u–u0)/bw

SN
IR

/d
B

dload = 2 KK = 64 jammers = 4

 

 

–10 dB SNR estimatedCov
–10 dB SNR trueCov
0 dB SNR estimatedCov
0 dB SNR trueCov
10 dB SNR estimatedCov
10 dB SNR trueCov
SNIRmax 1.7 dB

Figure 1.20 SNIR with DSW and signal present. Input SNR �10, 0, 10 dB, dashed
lines: true covariance, solid lines: covariance estimated from 64
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�40 dB Taylor weighting. � DGON 1998. Reprinted with
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actual jamming power. These approaches are only successful for not too rapidly
changing situations. For very rapidly changing scenarios the adaptation intervals
have to be made as small as possible. Figure 1.21 illustrates the two concepts for
training data collection and weight application (‘suppression’). In these figures we
have assumed that one weight vector is used for each CPI.

A better but more expensive solution is to extend the procedure for time
dependent adaptive weights as proposed in [43]. This is achieved by expanding
wðtÞ ¼ wt¼0 þ t _wt¼0 þ 1

2t
2 €wt¼0 þ � � �. This leads to estimators of the form

ŵk ¼ w0 þ kwD þ 1
2k

2wDD þ � � �. In most cases a linear approximation is sufficient
and then quantities w0 and wD have to be estimated based on a covariance matrix

R ¼ Rð0Þ RðDÞ

RðDÞH RðDDÞ

 !

So the additional expense lies in estimating a covariance matrix of the double
dimension than for estimating w0 alone.

Preserving coherency: If adaptation is done as indicated Figure 1.21, then
we have one adaptive weight vector for the whole CPI and there is no problem
with coherent processing (Doppler filtering). If however adaptation has to be faster
than the CPI, because the jammer is changing so fast (e.g. against blinking
jammer, hot clutter), then the antenna pattern will be modulated by the changing
adaptive weights and this may lead to a degradation of the coherent integration.
For sidelobe jammers the mainlobe perturbation is small and the loss in coherency
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Figure 1.21 Concurrent and non-concurrent processing schemes: Time windows
for training data collection and weight application (interference
suppression)
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may be negligible. For mainlobe jamming coherency has to be ensured by addi-
tional constraints. Attempts to keep the mainlobe shape fixed over the CPI lead to a
severe degradation of the SNIR. A solution to this dilemma is the so-called sto-
chastic constraints approach which allows some variation of the main beam, but
constrains the statistical properties of the clutter to remain constant, [44,45]. In this
approach the clutter statistics are described by an AR model. Restricting the AR
coefficients to be constant requires not too many constraints.

1.7 Parameter estimation and super-resolution

The objective of radar processing is not to maximize the SNR, but to detect targets
and to determine their parameters. If we consider the detection problem as the first
step of radar processing, then it can be shown that the common likelihood ratio test
for a single target contains the beam output SNR as a sufficient statistic. That
means, if we maximize the output SNR this will also give the maximum probability
of detection. The radar detection problem as a likelihood ratio test has been dis-
cussed in detail in [13 Chapter 2].

The detection procedure is the first step of data reduction and it is applied on a
course grid of the parameter values of interest in direction, range and possibly
Doppler. Only for the few bins with detected targets the target parameters are then
subsequently estimated in a refined procedure.

1.7.1 Maximum likelihood estimation and monopulse
Standard radar parameter estimation can be traced back to ML estimation of a
single target. Single target ML estimation leads to the matched filter in different
domains [13 Section 3.2.1]. The properties of the matched filter can be judged by
the correlation of the signal model used in the likelihood function and the received
data. This leads to the beam pattern for angle estimation and to the ambiguity
function for range and Doppler estimation. If the ambiguity function has a narrow
beam and sufficiently low sidelobes, then the model of a single target is a good
approximation as other targets are attenuated by the sidelobes.

Let us illustrate this fact for the simple case of direction estimation based on a
single snapshot z 2 CN with an N element array. We assume z � NCN ðaðuÞb; IÞ
with some complex amplitude b which may be random or deterministic.
We assume the receiver noise is normalized to a standard deviation one. The ML
estimate of the target direction then is given by

û ¼ argmax
u;b

p zju; bð Þ

¼ argmax
u;b

1
pN

e� z�aðuÞbð ÞH z�aðuÞbð Þ (1.64)

Maximization of this expression is equivalent to minimizing the exponent and
this is just a least-squares problem. For all values of u the minimum over b is

attained for b̂ ¼ ðaðuÞH aðuÞÞ�1aðuÞH z which is the conventional sum beam output
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normalized by the length of the beamforming vector. Inserting this expression for

b̂ into the exponent of (1.64) we find that the ML estimate will minimize

kz � aðuÞaðuÞH z=aðuÞH aðuÞk2. Multiplying this out and omitting constant terms

this is equivalent to maximizing jaðuÞH zj2=aðuÞH aðuÞ. This means that the ML
estimate is given by the maximum of the magnitude pattern by scanning the
antenna beam over the target (the scan pattern). If there is only one target present,
z ¼ aðu0Þ, we see that this is just the same as an ambiguity function. The shape of
this function determines the accuracy and resolution.

The resolution limit for classical beamforming, i.e. the single target ML esti-
mator, is the 3 dB beamwidth. This is the separation of two closely spaced point
targets at which the ambiguity function (beam pattern) begins to produce two local
maxima. If we have targets at closer spacing or patterns with high sidelobes, this
simple criterion is inadequate and multiple target models have to be used for
parameter estimation. A variety of such multiple target estimation methods have
been introduced and we denote these as super-resolution methods. These methods
will be considered in the next section.

Maximization of the scan pattern for a single snapshot z may be impossible for
analogue beamforming and can be time consuming for digital beamforming
depending on the number of directions. A rapid procedure for this task is desired.
One could approximate the measured sum beam output by a parabola by approx-

imating jaðuÞH zj2 � a þ bu þ cu2 (for simplicity we note this here only for one
angle). The beam parameters a, b and c could be measured from a set of beam
directions or from derivatives of the beam and one can then determine the location

of the maximum. If we maximize instead the function FðuÞ ¼ lnðjaðuÞH zj2Þ, then
one can obtain an approximation in the form of a linear equation. Assuming that the
target direction û is close to the antenna look direction u0 such that FðûÞ � Fðu0Þ,
one can approximate the derivative of F in a first order Taylor series at û by:

F 0ðu0Þ � F 0ðûÞ þ F 00ðûÞ u0 � ûð Þ
As the derivative vanishes at the maximum, we obtain the linear approximation

û � u0 � ðF 00Þ�1ðûÞF 0ðu0Þ (1.65)

Writing this explicitly shows that this leads to the well-known monopulse formula
for angle estimation:

F 0 ¼ ða0H zzH a þ aH zzH a0Þ=aH zzH a ¼ 2Re a0H z=aH z
n o

(1.66)

In fact, this is the monopulse ratio because the weighting with @ai=@u ¼
jð2pf =cÞxi ai produces a difference pattern. This also tells us how to form the
optimum difference pattern with phased arrays: with an amplitude weighting xi.
A simplified weighting with sign{xi} would give the classical difference beam and
is a rough approximation. The first derivative is taken for the antenna look direction
with the measured data inserted. The second derivative is taken at the unknown
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target direction and this is approximated by a constant value. For vanishing receiver
noise one obtains:

F 00ðûÞ � a00H a þ aH a00

aH a
ûð Þ (1.67)

Thus F 00 is a fixed slope correction quantity and is only determined by the antenna

configuration. For a centred array we have a0H a ¼ �j2pf =c
PN

i¼1 xi ¼ 0 and

a00H a ¼ � 2pf =cð Þ2 PN
i¼1 x2

i . As the Taylor expansion is the best linear approx-
imation this formula also tells us the optimum slope correction factor. This pro-
cedure can be extended to planar and volume arrays, see [14]. The optimal slope
correction formula also gives an indication in which way good angle estimates can

be obtained: the array should be dynamically balanced by (a)
PN

i¼1 xi ¼ 0,PN
i¼1 yi ¼ 0, (b)

PN
i¼1 xiyi ¼ 0, and (c)

PN
i¼1 x2

i ¼PN
i¼1 y2

i . Condition (a) ensures
unbiasedness and condition (b) gives independence of the azimuth and elevation
estimates.

Let us emphasize that the monopulse technique and all other kinds of inter- or
extra-polation of the scan pattern are numerical methods to approximate the single
target ML-estimate, i.e. are in general not adequate for multiple targets.

1.7.2 Super-resolution
An antenna array provides spatial samples of the impinging wavefronts and one
may define a multi-target model for this case. Such refined target models are the
basis for enhanced resolution beyond the classical resolution limit (the 3 dB width
of the beam or of the ambiguity function). Historically these methods have often
been introduced to improve the limited resolution of the matched filter. We call
these super-resolution methods and distinguish it from high resolution, which may
be achieved also by the classical method of using a very large antenna or time
aperture. Super-resolution methods have been discussed since decades, and text-
books on this topic are available, e.g. [11].

We confine our development to the angle parameter estimation problem
(spatial domain), but corresponding versions can be applied in the time domain as
well. The spatial resolution is described by the classical Rayleigh limit which is the
3 dB beamwidth and this is determined by the antenna aperture. The antenna is a
once defined hardware design resulting from several electrical, mechanical and
operational constraints. Therefore there is a high interest to overcome this limita-
tion by signal processing techniques. In the spatial domain the super-resolution is
faced with the challenges of irregular sampling and sub-array processing.

The intention of this chapter is to point out the principles, inter-relations and
aspects of implementation of these methods. Therefore we mention here from the
many proposed methods only some most popular methods which are also applic-
able to sub-arrays and irregular arrays. To give an overview we like to classify the
methods into two categories: spectral methods, which generate a spiky estimate of
the angular spectral density, and parametric methods, which deliver only a set of
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‘optimal’ parameter estimates which explain in a sense best the data for the inserted
model. This classification is not exclusive; there are methods in between (e.g. the
ESPRIT method mentioned below).

The most popular spectral methods with an angular power density estimate
S(u) are (see [13 Sections 3.2.4 and 3.2.5])

Capon’s method (Capon 1969):

SCðuÞ ¼ aðuÞH R̂
�1
MLaðuÞ

� ��1
with R̂ML ¼ 1

K

XK

k¼1

zkzH
k (1.68)

MUSIC method (Multiple Signal Classification, Bienvenu/Kopp 1986, Schmidt
1987):

SMUSICðuÞ ¼ aðuÞH P?aðuÞ
� ��1

(1.69)

with P? ¼ I � XXH , and X spanning the dominant sub-space, which is usually
determined by the eigenvectors corresponding to the dominant eigenvalues of
the estimated array data covariance matrix R̂ML. As we have shown in (1.55) this
projection is an estimate of the inverse covariance matrix for high SNR.
Therefore the MUSIC method incorporates an artificial SNR enhancement
compared with Capon’s method. If the projection would be built with true
steering vectors of the targets the power density would have poles in these
directions. Parameter estimation, i.e. the target directions, is then done by find-
ing the M highest maxima of these spectra (M 1-dimensional maximizations for
a linear array or M 2-dimensional maximizations for a planar array). For special
arrays this numerical maximization can be replaced by an analytic solution of
the maxima: for a ULA by solving for the roots of a complex polynomial (Root-
MUSIC, [46], Pisarenko method, [47]) and for an array consisting of two sub-
arrays separated by a fixed shift vector by solving a certain eigen-decomposition
problem (ESPRIT, [48]). Of course, an estimate of the signal sub-space can also
be obtained without eigen-decomposition, e.g. by rank revealing QR decom-
position or by a suitable transformation of the data, see [49] for the Hung-Turner
projection (HTP), Yeh–Brandwood projection (YBT) and Matrix Transform
projection (MTP).

The Capon density function can be generalized to the form SCðuÞ ¼
ðaðuÞH R̂

�r
MLaðuÞÞ�r which results in an enhancement of the peaks as with MUSIC,

if we normalize the noise eigenvalues to one. If the true covariance matrix R can be
written as R ¼ Us diag lif gUH

s þ UnUH
n , then it can be shown that R�r ¼

I � Us diag 1 � 1
lr

i

n o
UH

s . This estimate has been introduced by Pisarenko [50].

An LMI-version as in (1.56) instead of MUSIC would also be possible, but this
is not very common. A weighting of the sub-space components is counter-
productive to the desired high peaks of the density. The spiky density is a desired
feature for super-resolution. Adding some small eigenvalues to a given MUSIC
projection is a good way to check the angular relevance of these eigenvalues and
can be used to confirm the selected sub-space dimension, see also Section 1.7.4.
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The most popular parametric methods are:

Deterministic ML (detML) method

For ML estimation with a multiple target model with directions u1; . . . uM with
deterministic complex amplitudes b under Gaussian assumptions we assume
that the array output data zk ; k ¼ 1 . . .K; are assumed to be distributed as
zk � NCN ðAðqÞbk ; IÞ. Similar to the maximization problem in (1.64) this leads to
minimizing the objective function:

FdetðqÞ ¼ 1
K

XK

k¼1

kzk � AðAH AÞ�1AH zkk2 ¼ trðP?
AR̂MLÞ (1.70)

with P?
A ¼ I � AðAH AÞ�1AH and A ¼ ðaðu1Þ; � � � ; aðuM ÞÞ, [13 p. 74]. Actually, the

measured data enter here only via the estimated covariance matrix. One could
replace this estimated covariance matrix by the direction information carrying part,
i.e. by the dominant (signal) sub-space XXH . One may additionally apply a positive
weighting for the sub-space components with a matrix W ¼ diag wif g. This results in
the weighted sub-space fitting (WSSF) method FWSSFðqÞ ¼ trðP?

AXWXHÞ, [51].
The detML method has some intuitive interpretations which give rise to some

efficient numerical procedures:

1. FdetðqÞ¼ 1
K

PK
k¼1 zH

k P?
Azk¼ 1

K

PK
k¼1kP?

Azkk2 ¼ 1
K

PK
k¼1 jjzk�AðAH AÞ�1AH zk|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

¼b̂

jj2

means that the mean squared residual error after signal extraction is minimized,
which is a useful criterion for target number estimation.

2. Writing FdetðqÞ ¼ C �PK
k¼1 zH

k AðAH AÞ�1AH zk shows that this can be inter-
preted as maximizing a set of decoupled sum beams ðaHðu1Þzk; . . . ; aHðuMÞzkÞ
with a decoupling matrix ðAH AÞ�1. Maximization of these decoupled beams
could numerically be realized by a gradient iteration which results in decou-
pled difference beams similar to the monopulse technique. A refined iteration
of this kind is used in Figure 1.24.

3. One can write the detML criterion as FdetðqÞ ¼ C � aH
nullR̂ anull=aH

nullanull with
anull ¼ P?

�A
aðuÞ, where we have partitioned the matrix of steering vectors into

A ¼ ðaðuÞ; �AÞ. This property is valid due to the projection decomposition
lemma which says that for any partitioning A ¼ (F,G) we can write

P?
A ¼ P?

G � P?
GFðFH P?

GFÞ�1FH P?
G. If we keep the directions in �A fixed, this

relation says that one may maximize the scan pattern over u while the source

directions in �A are deterministically nulled (see (1.44)). One can now perform
the multi-dimensional maximization by alternating one-dimensional max-
imizations of this kind while keeping the remaining directions fixed. This is the
basis of the alternating projection (AP) method [52] which is equivalent to the
IMP (Incremental Multi-Parameter) method, [11 p. 105], which was developed
independently. AP and IMP are iterative numerical minimizations along
alternating slices parallel to the co-ordinate axes. For these methods inspection
of the residual scan patterns aH

nullR̂ anull is also useful to check the relevance of
some additional target directions, see also Section 1.7.4.
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There are other methods similar the AP/IMP method to solve the detML
estimation by a sequence of 1-dimensional maximizations: the Expectation
Maximization (EM) method and the Space Alternating Generalized EM (SAGE)
algorithm ([1, p. 316], [53]). These methods are based on a decomposed signal
model zm ¼ aðumÞbm þ n=

ffiffiffiffiffi
M

p
;m ¼ 1 . . .M . The associated data and likelihood

functions are sequentially estimated and maximized.

Stochastic ML (stoML) method

For ML estimation with a multiple target model with directions u1; . . .uM with
complex normal distributed amplitudes b under Gaussian assumptions we assume
that the array output data are distributed i.i.d. as z � NCN ð0;AðqÞBAðqÞH þ IÞ.
One can show that this leads to minimizing the objective function:

FstoðqÞ ¼ log det R qð Þð Þ þ tr R qð Þ�1R̂ML

� �
(1.71)

where R(q) denotes the completely parameterized covariance matrix, w.r.t. angles,
powers and correlations. A formulation depending only on the unknown directions
can be given by, [54],

FstoðqÞ ¼ det AB̂ðqÞAH þ ŝ2ðqÞI	 

with (1.72)

B̂ðqÞ ¼ ðAH AÞ�1AH R̂ML � ŝ2ðqÞI� �
AðAH AÞ�1 and ŝ2ðqÞ ¼ 1

N �M
tr P?

AR̂ML

	 

(1.73)

and for A ¼ A(q). The behaviour of the function (1.72) is quite difficult to check.
A first general comment concerning all super-resolution methods is that these

methods in different ways try to interpret the fine structure of the signal. To achieve
any super-resolution effect with these methods we have therefore to require a
higher SNR than for the detection of a single target.

To characterize the performance of these methods we show three examples.
A typical feature of the MUSIC method is illustrated in Figure 1.22 obtained
with the experimental system DESAS of Fraunhofer FHR, [1 p. 309], or [13 p. 81].
Sub-plot (a) shows the excellent resolution in simulations for an azimuth cut for 2
targets separated at 0.6 BW while for real data in sub-plot (b) with the same sce-
nario the pattern looks almost the same as with Capon’s method. This degradation
is due to the channel errors in the used experimental system leading to a mismatch
between the real and the assumed signal model. Note that the used calibration
method has also a decisive effect. In this case we focused the array on each of the
two sources using each emitted signal alone and averaged the correction quantities.
Clearly, one can improve the results by more clever calibration procedures.

A result with the deterministic ML method with real data is shown in
Figure 1.24. The scenario consisted of a vertical 32 element ULA observing an
approaching aircraft at constant low height as indicated in Figure 1.23. The pro-
blem of this scenario over sea is that the electromagnetic energy will be reflected
from the sea surface which may create a highly correlated image target. This result
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has also been presented in [1 p. 307] under the name ‘Parametric Target Model
Fitting’ (PTMF).

The numerical minimization of the decoupled sum beam function (interpreta-
tion 2) was performed by a stochastic approximation method, i.e. by using in each
iteration step a new measurement zk [55]. However, the standard Robbins–Monro
iteration converged unacceptably slow and this has also been reported by other
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Figure 1.22 MUSIC spectra of two targets at 0.6BW separation with a planar
array of 8 elements (7 elements irregularly distributed on a ring and
with one in the centre). (a) Simulated data and (b) measured data
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researchers. Therefore several modifications were implemented. Besides the
reduction of the iteration step size by the classical Robbins–Monro factor
ak ¼ m=ðbþ kÞ in the kth step (for suitable constants m, b), a modified update
vector was introduced because we observed strong fluctuations in the length of
the gradient. Instead of the gradient of the function (1.70) we used an objective
function which is oriented along the derivation of the monopulse estimator
in [14], namely the logarithm of the decoupled sum beam function ln SkðqÞð Þ ¼
lnðzH

k AðAH AÞ�1AH zkÞ. This leads to an iteration with an update vector consisting
of the gradient divided by the decoupled sum beam, i.e. gradfSkðqÞg=SkðqÞ, which
is similar to the monopulse ratio. Also a clipping of the length of this gradient was
introduced. The combination of these modifications resulted in an accelerated
convergence. We also mention here that any modification of the stochastic
approximation by using in addition an estimate of the Hessian (the matrix of second
derivatives) of the objective function did not result in an improvement because the
fluctuations of this matrix were so strong that they rather distorted the convergence.

Figure 1.23 Scenario of low-angle tracking over sea with target flying at constant
height and with multi-path (dashed lines)
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Figure 1.24 Super-resolution of multi-path propagation over sea with
deterministic ML method, real data from vertical linear array with
32 elements, scenario of Figure 1.23, (from [4])
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This real data result shows that the detML-method is able to resolve highly
correlated targets which arise due to the reflections on the sea surface for low angle
tracking. The behaviour of the classical monopulse estimates in Figure 1.24
reflects the variation of the phase differences between the direct and reflected path
from 0� to 180� (glint effect). For a phase difference of 0� the monopulse points
into the centre, for 180� it points outside the 2-target configuration. These phase
differences can be well tracked by the associated complex amplitude estimates
b̂k ¼ ðAH AÞ�1AH zk and this is an advantage of the detML-method.

The general problems of super-resolution methods are described in [13,56].
One of the key problems is the numerical effort of finding the M maxima
(one M-dimensional optimization or M 1-dimensional optimizations for a linear
antenna). For the deterministic ML method the stochastic approximation algorithm
and the IMP or alternating projection method have been successfully proven with
real data. The IMP method is an iteration of maximizations of an adaptively formed
beam pattern. Therefore the generalized monopulse method of (1.75) can be used
for this purpose, see Section 1.9.1 and [14].

Another problem is the exact knowledge of the signal model for all possible
directions, i.e. the vector function a(u). The co-domain of this function is some-
times called the array manifold. The correctness of this model is mainly a problem
of the receiving system accuracy and of proper calibration. While the transmission
of a plane wave in the main beam direction can be locally quite accurately mod-
elled (using calibration) this can be difficult in the sidelobe region. In particular this
can lead to problems if super-resolution methods are applied to sub-arrayed arrays.

More refined parametric methods with higher asymptotic resolution property
have been suggested (e.g. COMET, Covariance Matching Estimation Technique
[57]). However, application of such methods to real data often revealed no
improvement (similar to the case with MUSIC in Figure 1.22). The reason is that
these methods are much more sensitive to the signal model than the accuracy of the
system provides. We have observed that a very sensitive matching criterion with a
very sharp ideal minimum of the objective function may lead to a measured data
objective function where the minimum has completely disappeared.

1.7.3 Super-resolution applied to sub-arrays
For an array with digital sub-arrays super-resolution has to be performed only with
the sub-array outputs. The array manifold taken at the sub-array outputs has then to
be considered, see Section 1.3.3. This manifold is essentially described by the
sub-array patterns which can be well modelled in the main beam region. However,
in the sidelobe region the random sub-array sidelobes produce in general no reason-
able results. If e.g. we consider the sidelobes of the generic array as in Figure 1.8(b) it
is quite reasonable that beams formed into the sub-array sidelobe region will lead to
patterns with terrible sidelobes and an insignificant main beam.

In that case it is advantageous to use a simplified array manifold model which
is only locally valid in the mainbeam of the sub-arrays. The simplest and most
effective model is to use the sub-array centres (the super-array) and consider these
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as omni-directional elements but with the associated sub-array gains. We called this
the Direct Uniform Manifold model (DUM). This simplified model has been suc-
cessfully applied to MUSIC and to the deterministic ML method. In [58] the
application of this approach to MUSIC was called ‘Spotlight MUSIC’, because it
provides good super-resolution results within the mainbeam (the spot) and no
results outside the sub-array (mean) beamwidth. Using the DUM model requires
little calibration effort and gives improved performance in the sense that artificial
sub-array sidelobe effects are suppressed, [58].

A practical implementation of this method in a phased array radar could be
achieved by scanning over a grid of directions, e.g. in search mode, and calculating
super-resolution patterns for each look direction. To get a picture of the whole field
of view one has then to fuse these local super-resolution results.

1.7.4 Super-resolution combined with adaptive
interference suppression

If one is able to measure the interference by an interference alone covariance

matrix Q̂, it is straightforward to extend the super-resolution methods to include
ABF. According to the pre-whiten and match principle this is achieved by replacing

the data vector by the pre-whitened data vector ~zpre�w ¼ Q̂
�1=2

~z and by replacing

the multi-target model by a pre-whitened model ~apre�w ¼ Q̂
�1=2

~a or

~Apre�w ¼ Q̂
�1=2 ~A. This will result in new super-resolution methods whose prop-

erties have to be studied and which depend on the individual method.
For the detML method this approach leads to some interesting extensions.

Because detML can be interpreted as a generalized beamforming procedure, much
of the results given for ABF can be applied. In fact, this pre-whiten and match
approach is equivalent to the deterministic ML estimation procedure for a non-

white Gaussian data model zk � NCN ðAðqÞbk ; Q̂Þ. One can show that this leads to
an objective function as in (1.70) but with an oblique projection

P?
A ¼ Q̂

�1 � Q̂
�1

AðAH Q̂
�1

AÞ�1AH Q̂
�1

. The corresponding notations of this
method as ‘parallel decoupled beamforming’ or ‘alternating projections’ can be
derived analogously based on the notions of ~zpre�w and ~apre�w or ~Apre�w.

1.7.5 Adaptive target number determination
Super-resolution is a combined target number and target parameter estimation
problem. As a starting point all the methods of Section 1.6.3 can be used for target
number estimation. If we use the detML method we can exploit that the objective
function can be interpreted as the residual error between the model and the data.
The test statistic for the WNT criterion (1.61) is just an estimate of this quantity.
The detML residual can therefore be used for this test instead of the sum of the
eigenvalues. Actually, in this form the WNT criterion turns into a true Likelihood
Ratio test, see [35].
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The performance of such nested multi-hypotheses detection procedures can be
described by the two error probabilities, the probability of over and under-
estimating the target number. It depends on the application how serious these errors
are and if some control of these errors is desired. The information theoretic criteria
are known to tend to overestimate the target number. The WNT criterion provides
an approximate level to overestimate the number. It is useful to consider an addi-
tional criterion to confirm or reduce the target number in a following step. This can
be done by checking the power allocated to each target with the estimated direc-
tions AðqÞ by a refined ML power estimate as used in (1.73). This estimate can
even reveal correlations between the targets. This has been successfully demon-
strated with the low angle tracking data of Figure 1.24 and in other experiments. In
case that some target power is too low, the target number can be reduced and the
angle estimates can be updated with the corrected target number. Thus we arrive at
an iterative procedure of direction estimation, target number estimation, target
confirmation or target number reduction. This way, all target modelling can be
matched to the data with a desired accuracy.

The deterministic ML method (1.70) with the stochastic approximation method
together with the white noise test (1.62) is particularly suited for this kind of
iterative model fitting. It has been implemented in an experimental system with an
8-element planar array at Fraunhofer FHR and was first reported in [13, p. 81].
A snapshot of the resulting display movie is shown in Figure 1.25. The estimated
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Figure 1.25 Combined target number and direction estimation for 2 targets with
7-element planar array, (from [4])
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directions in the u,v-plane are shown by small dishes having a colour according to
the estimated target SNR corresponding to the colour bar. The circle indicates the
3 dB contour of the sum beam. The current estimates by the two dots represent in
fact the two targets directions which are at about 0.5 beamwidth separation.
Direction estimation was done by the refined stochastic approximation algorithm as
in Figure 1.24. The test statistic for increasing the target number (the WNT statistic
(1.62)) is shown by the right most bar. The thresholds for increasing the number
according to the c2-distribution in (1.62) are indicated by lines. The dashed line is
the actually active threshold; in the plot it is shown for the 2 target case. The target
number can be reduced if the estimated power of some target falls below a
threshold which is shown by two bars in the middle. The whole estimation and
testing procedure can also be performed adaptively with changing target situations.
Actually, Figure 1.25 displays a snapshot from a movie with two blinking targets at
fixed positions, alternating between the states ‘only target 1 on’, ‘both targets on’,
‘only target 2 on’, ‘both targets on’ etc. Clearly, these multiple tests work only if
the estimation procedure has converged and this is indicated by the traffic light in
the right up corner. We used a fixed empirically determined iteration number to
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Figure 1.26 Convergence of stochastic approximation for two targets as in
Figure 1.25
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switch the test procedure on (¼green traffic light). Our experience was that in these
scenarios ten iterations delivered an accuracy that was sufficient for target number
testing. The starting values for the iteration are shown by the crosses opposite on a
diagonal through the main beam. The selection of the starting values is motivated
by the requirement that the directions should be widely separated within the
admissible search region. Figure 1.26 indicates the convergence for this case of two
targets. One can see that indeed after five iterations the positions are approximately
found (the grey shade indicates the iteration number and the marker size increases
with iteration number).

It is clear that all thresholds and iteration numbers have to be selected carefully
and the choice of all these values depends on the specific application. Otherwise
situations may arise where this adaptive procedure switches between two target
models e.g. between 2 and 3 targets.

The problem of resolution of two closely spaced targets becomes a particular
problem in the so called threshold region, which denotes configurations where the
SNR or the separation of the targets lead to an angular variance departing sig-
nificantly from the Cramér–Rao bound (CRB). The design of the tests must be
compatible with this threshold region to give consistent joint estimation-detection
resolution results. These problems have been further studied in [59,60]. One way to
achieve consistency and improving resolution proposed in [59] is to detect and
remove outliers in the data, which are basically responsible for the threshold effect.
A general discussion about the achievable resolution and the best realistic repre-
sentation of a target cluster can be found in [60].

1.8 Extension to space-time arrays

As mentioned in Section 1.3.4, there is mathematically no difference between spatial
and temporal samples as long as the distributional assumptions are the same. The
adaptive methods and super-resolution methods presented in the previous sections
can therefore be applied analogously in the time or space-time domain. For
example, the monopulse procedure can be applied in the time domain for accurate
Doppler frequency estimation. This has been described in [1 p. 183].

In particular we can form sub-arrays in the spatial or time domain to reduce
the dof. Using the notation as in Section 1.3.4, the sub-array data matrix ~Z is
formed from the element data matrix Z as ~Z ¼ TH

s ZTt, which can be written with
a joint space-time sub-array forming matrix as vecf~Zg ¼ ðTH

t  TH
s Þvec Zf g ¼

TH
t�svec Zf g. The space-time covariance matrix formed from the sub-arrays then is

~R t�s ¼ E vec ~Z
	 


vec ~Z
	 
H

n o
¼ TH

t�sE vec Zf gvec Zf gH	 

Tt�s

¼ TH
t�sRt�sTt�s (1.74)

The space-time sub-array forming matrix Tt-s determines completely the perfor-
mance of ABF in terms of grating lobes, grating notches or quasi-grating notches.
The concept of the super-array of Section 1.3.3 and of the pattern properties with
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the ELA concept can be applied. Space-time ABF is typically applied for ground
clutter suppression in airborne radar (STAP, see [3]) and for broadband interference
suppression with arrays, [2].

For narrowband adaptive space-time beamforming (STAP) as used for air-
borne radar the theory as developed in Section 1.6 can be applied. The key point
for this application is to design the most efficient space-time sub-array config-
urations and weight estimation algorithms. The challenge is to find a solution
satisfying the joint constraints of the given antenna hardware on the airborne
platform, the field of view resulting in a special type of clutter and the fast and
robust estimation algorithm. A typical sub-array configuration of this kind is given
in Figure 1.10.

For broadband applications we can apply combinations of narrowband beam-
forming (with phase shifts) and broadband beamforming (with time delays).
A good approximation for moderate bandwidth is to use within each sub-array
narrowband beamforming, but broadband beamforming for the super-array, i.e. for
combing the sub-arrays. The influence of these configurations on the eigenvalue
spectrum, in particular on the amount of leakage eigenvalues, and the efficiency of
the various sub-space methods has been discussed in detail in [2 Chapter 16].

1.9 Embedding of array processing into full radar
data processing

If the objective is to improve a radar system one has to recognize that e.g. max-
imizing the SNR or determining just a direction is not the task of a radar. The
improvement with new processing has to be judged evaluating the resulting system
features. As a starting point this means that when implementing refined methods
we have also to consider the effect on the subsequent processing. Known properties
of the advanced methods should be exploited in subsequent processing stages to get
optimum performance. This requires some mutual communication between the
different kinds of processing, in particular between the signal processing and data
processing stage. Also, the system management (beam steering, waveform control
etc.) should be adapted according to super-resolution or ABF results. We have
studied these problems for the case of adaptive interference suppression for the case
of three special tasks: detection, angle estimation and tracking. With the mod-
ifications introduced below significant improvements for the system could be
demonstrated.

1.9.1 Adaptive monopulse
For large arrays angle estimation is usually implemented by monopulse estimation
which is an established technique for rapid and precise angle estimation. It is based
on two beams formed in parallel, a sum beam and a difference beam. The differ-
ence beam is zero at the position of the maximum of the sum beam. The ratio of
both beams gives an error value that indicates the offset of a target direction from
the sum beam pointing direction. In fact, it can be shown that the monopulse
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estimator is an approximation of the Maximum-Likelihood angle estimator,
see Section 1.7 and [14], which is considered as the optimum estimator. The
monopulse estimator has been generalized in [14] to arrays with arbitrary sub-
arrays and arbitrary sum and difference beams.

With irregular sub-arrays many different forms of difference and sum beams
can be formed resulting in different monopulse functions. In particular, adaptive
beams will distort the shape of the sum beam due to the interference that is to be
suppressed. The difference beam, which must adaptively suppress the interference
as well, will suffer another and different distortion. The ratio of both beams which
is used in conventional monopulse as described in Section 1.2.4 will then no more
indicate the target direction. Several techniques have been proposed to counter this
problem, e.g. [61–63], to mention a few. The generalized monopulse procedure
described in [14] provides a general approach by providing correction values to
compensate these distortions.

The generalized monopulse formula for estimating angles ðû; v̂ÞT with a
planar array and a sum and two difference beams formed into direction ðu0; v0ÞT is
given by:

û
v̂

� �
¼ u0

v0

� �
� cxx cxy

cyx cyy

� �
Rx � mx

Ry � my

� �
(1.75)

C ¼ cxx cxy

cyx cyy

� �
is a slope correction matrix and m ¼ mx

my

� �
is a bias correction.

R ¼ Re D=Sf g is the monopulse ratio formed with the measured difference beam
Dx ¼ dH

x z for azimuth beamforming weight dx, or Dy ¼ dH
y z for elevation beam-

forming weight dy, divided by the sum beam output S ¼ wH z. For standard
beamforming one uses w ¼ a, dx ¼ diag xif ga and dy ¼ diag yif ga. However, the
formula can be applied as well for any kind of beams, in particular adapted beams.
The point is that we can determine the correction values for all kinds of beams.

The monopulse ratio is a function of the unknown target directions (u, v). Let
the vector of monopulse ratios be denoted by R(u, v) ¼ (Rx(u, v), Ry(u, v))T. The
correction quantities are determined such that the expectation of the error is zero
and such that a linear function with slope one is approximated. More precisely, for
the function of the unknown target direction:

Mðu; vÞ ¼ C � ðE Rðu; vÞf g � mÞ (1.76)

we require:

Mðu0; v0Þ ¼ 0 and
@M
@u

ðu0; v0Þ ¼
1

0

 !
;

@M
@v

ðu0; v0Þ ¼
0

1

 !
or

C
@R
@u

@R
@v

� �
ðu0; v0Þ ¼ I

(1.77)
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These conditions can only approximately be fulfilled for sufficiently high
SNR. One obtains for the bias correction m for a pointing direction a0 ¼
a(u0,v0), [14]

ma ¼ Re
dH
a a0

wH a0

� �
; for a ¼ x; y (1.78)

For the elements of the inverse slope correction matrix C�1 ¼ ðca;hÞ
a¼x;y
h¼u;v

one
obtains:

ca;h ¼
Re dH

a ah;0aH
0 w þ dH

a a0aH
h;0w

n o
wH a0j j2 � ma2Re

wH ah;0

wH a0

� �
(1.79)

with a¼ x or y and ah,0 denoting the derivative @a=@hð Þ ðu0;v0Þ
�� , where h ¼ u or v.

In the non-adaptive case the slope corrections are fixed quantities determined by
the antenna configuration. For example, for omni-directional antenna elements and
phase steering at the elements we have a0 ¼ Ge (1, . . . ,1)T, where Ge is the antenna
element gain, and aT

u;0 ¼ Ge j2pf =cð Þ x1; :::; xNð Þ. For sub-arrayed antennas we have
to calculate the correction values for the sub-array manifolds as in (1.20). The
important point is that for the adapted case the correction values can be calculated
from known quantities: the adaptive weight vectors and array transmission vectors.
Also note that this formula is independent of any scaling of the difference and sum
weights. Constant factors in the difference and sum weight will be cancelled by the
corresponding slope correction.

This formula can also be extended to finding the maximum of the non-

coherently averaged scan pattern
PK

k¼1 Skj j2. This leads to an averaged
monopulse ratio also called Mosca-monopulse which is formed as RK ¼
Re

PK
k¼1 DkS�

k=
PK

k¼1 Skj j2
n o

.

The statistical performance of this generalized monopulse estimator has been
described in [64] for the case of Rayleigh fluctuating targets by calculation of the
mean and covariance. This fluctuation model is also known as the Swerling-I
model for slow fluctuations from scan to scan, or as the Swerling-II model for
rapidly fluctuating targets from pulse to pulse. Moreover, in [65] the corresponding
mean and covariance have been given for the case of targets with deterministic
amplitude variation, sometimes also called the Swerling-0 case. These results have
been extended in [66] to a mixture of Swerling-0, I, II models and to extended
targets. To indicate the general performance the results for the Rayleigh targets
(Swerling-I case), which is the simplest solution, is given here. We are looking for
the statistical description of:

E uf g ¼ u0 � CðE Rf g � mÞ and cov uf g ¼ Ccov Rf gCT (1.80)

For the expectations of the monopulse ratio R we consider only those measure-
ments which have an integrated sum beam output above a certain threshold h,
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i.e. for which Ps ¼
PK

k¼1 Skj j2 > h. Then one obtains, [14],

E RjPs > hf g ¼ Re
GDS

GS

� �

cov RjPs > hf g ¼
0:5V � E1

h
GS

� �
eh=GS ; for K ¼ 1

0:5V � 1
K � 1

eK�2ðh=GSÞ
eK�1ðh=GSÞ ; for K > 1

8>>><
>>>:

(1.81)

The matrix V is given by:

V ¼ Re GD � GDSG�1
S GH

DS

	 

=GS (1.82)

E1 denotes the exponential integral E1ðxÞ ¼
R1

x e�t=t dt which can be well
approximated for high SNR by logð1 þ 1=xÞ, and en (x) is defined as
enðxÞ ¼

Pn
k¼0 xk=k!. The matrices GD, GDS, GS denote the blocks of the joint

covariance matrix of the sum and difference beams. More precisely, if we assume

the vector of beam outputs Dx;Dy; S
� �T ¼ D

S

� �
to be complex Gaussian dis-

tributed with mean mDS and covariance matrix G, then we partition

G ¼ GD GDS

GH
DS GS

� �
.

Clearly, the detection threshold h controls the magnitude of the variance. If we
consider the classical monopulse with K ¼ 1 and h¼ 0 we obtain the well-known
result that the variance is infinite.

To indicate the performance of this approach we consider the generic array of
Figure 1.7 with 902 elements and 32 sub-arrays and a scenario with a jammer
slightly less than a beamwidth away from the antenna look direction. Figure 1.27
shows the resulting biases and variances for different target directions within the
beamwidth. A jammer is located at the asterisk symbol direction with JNR ¼ 27 dB.
The hypothetical target has a sum beam output SNR of 22.8 dB. The 3 dB contour
of the unadapted sum beam is shown by a dashed circle. The 3 dB contour of the
adapted beam will be of course different. No averaging was performed (true
monopulse) and the detection threshold was set to the classical level of 13 dB SNR.
The biases are shown by arrows for different possible target positions with the
standard deviation ellipses at the tip corresponding to (1.81). One can see that in the
beam pointing direction (0,0) the bias is zero by construction and the variance is
small. The errors increase for target directions on the skirt of the main beam and
close to the jammer.

To get an impression of the relevance of this accuracy we show the corre-
sponding results with the Cramér–Rao bound (CRB) for comparison. We use the
CRB formulation of [67]. As we are using sum and difference beams, we have to
take the CRB based on the distribution of the three input quantities ðDx;Dy; SÞ. The
result is seen in Figure 1.28. This would be the asymptotic accuracy of an ideal
unbiased estimator using the three beam outputs. One can see that the uncertainty
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ellipses are somewhat larger than with our generalized monopulse. However, the
CRB is a rather meaningless measure in this case because the asymptotic case
which the CRB describes is not attained for finite SNR and finite element number.
In realistic scenarios the estimates are biased and the real overall error is a com-
bination of bias and variance. So, angle estimation with ABF is a good example that
the CRB is not always a good indicator of the performance of an estimator. In fact,
if we consider the CRB for biased estimates then the results will be more similar to
our generalized monopulse estimator performance of Figure 1.27, see the plots in
[14]. The variances are a bit larger because the CRB does not account for the
detection threshold. The important point is that for this result with modified CRB
we need to know the bias which we have taken from our result (1.81).

The large bias may not be satisfying. However, one may repeat the monopulse
estimate with a look direction steered at sub-array level into the new estimated
direction. This is an all-offline processing with the given sub-array data. No new
transmit pulse is needed. We have called this the multi-step monopulse procedure
[14]. Figure 1.29 shows that the multi-step monopulse procedure with only one
additional iteration can reduce the bias considerably. The variances appearing in
Figure 1.27 are virtually not changed with the multi-step monopulse procedure and
they are omitted here for better visibility.
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Figure 1.27 Bias and standard deviation ellipses of generalized monopulse with
adapted sum and difference beams for different target positions,
(from [4])
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Figure 1.28 Cramér–Rao bound corresponding to scenario of Figure 1.27
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Figure 1.29 Bias for 2-step monopulse for different target positions and jammer
scenario of Figure 1.27, (from [4])



An application of this adaptive monopulse technique to space-time adaptive
processing (STAP) has been given in [68], where the case of ground target detec-
tion from an airborne radar was considered. Another application to tracking in
jammed scenarios will be given below in Section 1.9.3.

1.9.2 Adaptive detection
For detection with adaptive beams the normal test procedure is not adequate
because we have a test statistic depending on two different kinds of random data:
the training data for the adaptive weight and the data under test. The pioneering
first test statistics accounting for this two data set structure were the Generalized
Likelihood test (GLRT) of Kelly, [69], the Adaptive Matched Filter (AMF)
detector, [70], and the Adaptive Cosine Estimator (ACE) detector, [71]. In our
sub-array output formulation (1.20) these tests have the form:

TGLRTð~zÞ ¼
~aH

0 Q̂
�1
SMI~z

��� ���2
~aH

0 Q̂
�1
SMI~a0 1 þ 1

K~z
H Q̂

�1
SMI~z

� � (1.83)

TAMFð~zÞ ¼
~aH

0 Q̂
�1
SMI~z

��� ���2
~aH

0 Q̂
�1
SMI~a0

(1.84)

TACEð~zÞ ¼
~aH

0 Q̂
�1
SMI~z

��� ���2
~aH

0 Q̂
�1
SMI~a0 � ~zH Q̂

�1
SMI~z

(1.85)

This formulation admits that the quantities ~z; ~a0; Q̂ are all generated at the sub-
array outputs. Q̂SMI is the SMI estimate of the covariance matrix (1.52) applied at
the subarray outputs. ~a0 denotes the plane wave model for a direction u0. Basic
relations between these tests are:

(i) TGLRT ¼ TAMF

ð1 þ 1
K~z

H Q̂
�1
SMI~zÞ

and TACE ¼ TAMF

~zH Q̂
�1
SMI~z

(1.86)

(ii) TAMF ¼ ~wH~z
�� ��2

~wH Q̂SMI ~w
if we set ~w ¼ Q̂

�1
SMI~a0 (1.87)

Property (ii) shows that the AMF detector represents an estimate of the signal-to-
noise ratio and this provides a meaningful physical interpretation. A complete
statistical description of these tests has been given in a very compact form in [72,73].
These results are valid as well for planar arrays with irregular sub-arrays and also
with a mismatched weighting vector (not pointing in the true target direction).

Actually, all these detectors use the adaptive weight of the SMI algorithm
which has unsatisfactory performance as mentioned in Section 1.6.2. The unsa-
tisfactory finite sample performance is just the motivation for introducing advanced
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weight estimators like LSMI, LMI or CAPS. Clutter, insufficient adaptive sup-
pression and surprise interference are the motivation for requiring low sidelobes.
Recently several more complicated adaptive detectors have been introduced with
the aim of achieving additional robustness properties, [74–78]. In some cases well
know adaptive techniques like diagonal loading have been re-invented by this
laborious detour. In particular it has already been shown in [75] that diagonal
loading provides significantly better detection performance.

In this context it would be desirable to generalize the tests of (1.83)–(1.85) to
arbitrary weight vectors with the aim of inserting the already well-known and
robust weights derived in Section 1.6.1. This has been done in [79]. The first
observation is that the formulation of the AMF test (1.87) can be used for any
weight vector ~w. Secondly, one can observe that ACE and GLRT have the form of
a sidelobe blanking device because the detector TACE > h is equivalent to a

detector TAMF > h � ~zH Q̂
�1
SMI~z and we have a similar relation for TGLRT. These two

observations allow the generalization to arbitrary weights. In the following we

show that the forms ~zH Q̂
�1
SMI~z and 1 þ 1

K~z
H Q̂

�1
SMI~z can be considered as generalized

guard channels.
Adaptive guard channel and adaptive sidelobe blanking. A guard channel is

implemented in radar systems to eliminate impulsive interference, may be hostile
or from other neighbouring radars, using the sidelobe blanking (SLB) device. The
guard channel receives data from a separate omni-directional antenna element
which is amplified such that its power level is above the sidelobe level of the highly
directional radar antenna, but below the power of the radar main beam. If the
received signal power in the guard channel is above the power of the main channel,
this must be a signal coming via the sidelobes. Such a signal will be blanked. If the
guard channel power is below the main channel power it must result from a signal
in the main beam and this is considered as a valid detection. We call the property of
the guard channel pattern to be above the sidelobes and below the main beam the
SLB condition. The principle of sidelobe blanking has been described by Farina in
[7 p. 24.11] and has been studied in detail in [25]. Also, in [7 p. 24.17] a concept is
described how for an adaptive antenna in a SLC configuration the SLB device can
be realized.

The first observation is that with phased arrays it is not necessary to provide a
separate and external omni-directional guard channel. Such a channel can be gen-
erated from the antenna itself; all the required information is in the antenna. In fact,
one can use the non-coherent sum of the sub-arrays as a guard channel G. This is
the same as the average omni-directional power. Some additional shaping of the
guard pattern may be achieved by using a weighting for the non-coherent sum:

G ¼
XL

i¼1

~gi ~zij j2 (1.88)

The directivity pattern of such guard channel is given by SGðuÞ ¼
PL

i¼1 ~gi ~aiðuÞj j2.

If all sub-arrays are equal, a uniform weighting ~g ¼ 1; ::; 1ð ÞT may be suitable.
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For unequal irregular sub-arrays as for the generic array (Figure 1.7) the different
contributions of the sub-arrays may be compensated. Recall that the notion of sub-
arrays is fairly general and includes the case of fully digital arrays, arrays with
auxiliary antennas and multi-beam antennas.

More generally, we may use a combination of coherent and non-coherent sums
of the sub-arrays. For example, one can also take differences of pairs of sub-arrays
to generate a guard channel with a kind of difference beam pattern. Mathematically
this can be written with a diagonal matrix D containing the weights for non-
coherent integration and by a beamforming matrix K for the coherent integration.
This results in a generalized guard channel

G ¼ ~zH KDKH~z with the directivity pattern SGðuÞ ¼ ~aH uð ÞKDKH~a uð Þ (1.89)

These two kinds of weightings allow a precise matching of the guard channel to
fulfil the SLB condition. Examples of such generalized guard channels are shown
in Figure 1.30 for the generic array with �35 dB Taylor element tapering.
Obviously the SLB condition is always fulfilled. The nice feature of these guard
channels is that

(i) they automatically scan together with the antenna look direction, and
(ii) they can be easily made adaptive.

If we use adaptive beams, we must also use an adaptive guard channel. A CW
jammer would make the SLB blank all range cells, i.e. would just switch off
the radar. The simultaneous presence of continuous interference with impulsive
interference requires an adaptive SLB device. To generate an adaptive guard
channel one can replace in (1.89) the data vector of the cell under test (CUT) by the

pre-whitened data vector ~zpre�w ¼ Q̂
�1=2

~z. Then the test statistic can be written as

T ¼ TAMFð~zÞ
Gadaptð~zÞ with Gadaptð~zÞ ¼ ~zH Q̂

�1=2
KDKH Q̂

�1=2
~z for ACE

and Gadaptð~zÞ ¼ 1 þ 1
K
~zH Q̂

�1=2
KDKH Q̂

�1=2
~z for GLRT

(1.90)

Hence TACE can be modified to an AMF detector with a generalized adaptive guard
channel and similarly TGLRT with a generalized adaptive guard channel on a ped-
estal. Figure 1.31 shows examples of some generalized adapted guard channels
generated with the generic array of Figure 1.7 with �35 dB Taylor weighting and a
jammer at the first sidelobes of the main beam. The unadapted patterns are shown
by dashed lines.

Typically the SLB device is used as a second detection step only in range or
angle cells where a detection has occurred, i.e. where TAMF > h. For the adaptive
case this two-step detection procedure with the AMF, ACE and GLR tests has
been introduced in [72], called there the 2D adaptive sidelobe blanking (ASB)
detector. The generalization of the 2D ASB to arbitrary weights has been intro-
duced in [79]. The generalized AMF is testing the presence of a potential target and
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Figure 1.30 Generalized guard channels patterns and sum beam patterns for
generic array (from [4]). (a) Uniform sub-array weighting, (b) non-
coherent weighting for equal sub-array power and (c) power
equalized plus sub-array difference beam weighting
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the generalized ACE or GRL tests are confirming this target or blank it. By using
two different thresholds for the two tests one can control the properties of the
overall performance. An analytical statistical analysis of the features of the 2D
ASB test with the original AMF, ACE and GLR test of (1.83)–(1.85) has been
given in [72,73].

It turns out that for adapted beams and adapted guard channel it is a challenge
to fulfil the SLB condition and to define the suitable thresholds for the modified
tests. For an arbitrary weight vector it is nearly impossible to determine this
analytically. In [79] the detection margin has been introduced as an empirical tool
for judging a good balance between the AMF and ASB thresholds for given jammer
scenarios. The detection margin is defined as the difference between the expecta-
tion of the AMF statistic and the guard channel, where the expectation is taken only
over the interference entering the adaptation for a known interference scenario.
This conditional expectation can be calculated in case studies for different
scenarios. More precisely, let ~n denote the interference that is present in the
training data with a covariance matrix ~Q. Let ~s be a test signal, e.g. a surprise
jammer or a target to be detected. Then we calculate:

�T AMF ¼ E~n ~wHð~s~sH þ ~n~nHÞ~w	 

~wH Q̂ ~w

¼ ~wH~s~sH ~w

~wH Q̂ ~w
þ ~wH ~Q ~w

~wH Q̂ ~w
� ~wH~s~sH ~w

~wH Q̂ ~w
þ 1 (1.91)

Using the approximation ~Q � Q̂. Similarly, we take this expectation for the guard
channel which results as shown in detail in [79]:

�GACE ¼ E~n tr KDKH Q̂
�1=2ð~s~sH þ ~n~nHÞQ̂�1=2

n on o
� ~sH Q̂

�1=2
KDKH Q̂

�1=2
~s þ tr KDKH

	 

�GGLR � 1 þ 1

K
~sH Q̂

�1=2
KDKH Q̂

�1=2
~s þ 1

K
tr KDKH
	 
 (1.92)

The detection margin is now �T AMF=hACE � �GACE or �T AMF=hGLR � �GGLR and this
indicates the fulfilment of the SLB condition on the average. If ~s is in the main
beam it should be detected, if it is in the sidelobe region it should be blanked. In
addition, we can calculate the variance of �T AMF, �GACE and �GGLR. Inspecting the
mean levels together with standard deviations allows characterizing the probability
of a random threshold excess if the estimated weights are applied and this char-
acterizes the SLB condition.

The critical feature that has to be checked is the performance against jammers
close to the main beam. An example of the detection margin is shown in
Figure 1.32 (same antenna and weighting as in Figure 1.30) for the AMF and ACE
guard channel. The scenario for which the antenna (the generic array) and the guard
channel are adapted consists of a CW jammer at azimuth u ¼�0.4 with JNR at the
elements of 40 dB and an intermittent interference with 50% duty cycle at azimuth
u ¼�0.8 with JNR of 35 dB. We have used the LSMI algorithm for adaptation
with diagonal load of 3s2. All patterns are normalized to the ACE threshold hACE.
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The parameter of the x-axis is the direction of the test signal. For reference the
unadapted patterns for sum beam and guard channel are also plotted by dotted lines.
One can see that the mean of TAMF (marked with dots only) follows closely the
unadapted beam shape while the sidelobe region is filled up with the residual noise
after adaptation. The mean of the adapted guard channel (marked with triangles
only) shows the typical notch for the CW jammer and deviates slightly from the
unadapted pattern. The standard deviation (std) of the guard channel is so small that
the �std confidence bounds are hardly to be seen. The main fluctuation occurs for
TAMF i.e. the adapted antenna pattern. The grey shaded region shows the difference
between guard and antenna pattern that enable sidelobe blanking; this is the
detection margin. For comparison the performance of the corresponding quantities
with the GLR guard channel is plotted in Figure 1.33. The shape of the patterns is
very similar, but the detection threshold in the sidelobe region is larger. The GLR
guard channel has much less fluctuations and is less distorted by the adaptation
process. Thus the GLR ASB may be preferred. More details can be found in [79].

This adaptive detection procedure with the aid of the detection margin has
been studied in an application in [80], where the detection of ground targets with an
airborne radar with STAP was considered.
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1.9.3 Adaptive tracking
A key feature of detection and angle estimation with ABF is that the overall per-
formance is dramatically influenced by the proximity of the main beam to an
interference source. For sidelobe interference, detection and angle estimation is
often not seriously affected and target tracking will suffer little degradation. On the
other hand, target tracking in the proximity of a jammer is of high operational
relevance. The jammer direction is normally not known from the adaptation
process. However, if the direction of a jammer is known, this can be valuable
information which can be exploited in various areas. The information on the jam-
mer direction can be made available by a jammer mapping mode, which determines
the direction of the interferences by a background procedure using already avail-
able data such that no additional radar dwell time is required. We named tracking
techniques which exploit all these information about adaptive arrays as ‘adaptive
tracking’.

Jammer mapping. Jammers are typically strong emitters and thus easy to
detect even in the presence of targets (radar echoes). In particular, the Spotlight
MUSIC method (see Section 1.7.3 and [58]) working with sub-array outputs is
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Figure 1.33 Detection margin (grey shading) between AMF with LSMI (64
snapshots and 3s2 diagonal loading) and non-weighted adapted
guard pattern of GLR-Type with confidence bounds
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suited for jammer mapping with a multi-function radar with sub-arrays. If the
training data for adaptation are sampled before pulse compression then they
represent mainly the jammers because at this stage the target echoes are merely
below noise. One can estimate for each antenna look direction a jammer covariance
matrix from which a Spotlight MUSIC pattern can be generated and jammer
directions can be extracted. This pattern is only meaningful within the beamwidth
around this look direction. However, in the search mode of a multifunction radar all
directions of interest will be scanned. Then all the resulting Spotlight MUSIC
patterns can be evaluated and the results can be fused. For this fusion process one
can exploit special properties of the Spotlight MUSIC pattern, e.g. some knowledge
about the bias of directions on the skirt of the sum beam.

The jammer notch and negative information. Let us assume now for sim-
plicity that the jammer directions are known. This is highly important information
for a multi-function radar where the tracker determines the pointing direction of
the beam. If a commanded look direction is close to the jammer direction it is
better to use a squinted look direction such that the jammer is more on the skirt of
the main beam because this induces lower losses and better angle estimates with
ABF. One cannot expect target echoes from directions very close to the jammer
and therefore it does not make sense to steer the beam right into the jammer notch.
The width of the null generated by ABF processing is related to the antenna
aperture (for direct sub-array weighting DSW) and can be calculated. Furthermore,
in the case of a missing measurement when tracking a target through the jammer
notch, the lack of a successful detection supports the conclusion that this is a direct
result of jammer nulling by ABF. The knowledge that one cannot expect a
detection in the jammer null is called negative information. This concept is
explained in more detail in [81]. However, if we cannot expect a detection the
tracking algorithm must be supported with measurements. In this situation one can
use the direction of the jammer as a pseudo-measurement to update and maintain
the track file because we know that the target must be hidden in the jammer notch.
The width of the jammer notch defines the uncertainty of this pseudo measure-
ment. Of course, the track uncertainty increases also with time if only pseudo
measurements are delivered, but after some time the target may leave the jammer
notch and the track identity may be preserved. This concept will also be explained
in Part II of Vol. 2.

The jammer direction can provide even more information for the tracker.
Let us assume that the adaptive monopulse procedure of Section 1.9.1 is used for
estimating the target angle. The adaptive monopulse estimator exhibits quite
specific error covariances as seen in Figure 1.27. One can use the theoretically
calculated variances for the adaptive monopulse estimate as prior information
in the tracking filter. In particular the shape and orientation of the eccentric
uncertainty ellipses are highly relevant for the tracker. The large bias appearing in
Figure 1.27 is not known by the tracker, but this can be reduced by applying the
multi-step monopulse procedure.

These techniques have been implemented in a tracking algorithm and have
been refined by a number of other stabilization measures as reported in [81,82].
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From these studies the following set of special measures for ABF tracking has been
derived and proven to be particularly useful:

1. Look direction stabilization: The monopulse estimate may deliver measure-
ments outside of the 3 dB contour of the sum beam. We know that monopulse
estimates for targets on the border of the 3 dB beamwidth are heavily biased,
especially for look directions close to the jammer, despite the use of the multi-
step monopulse procedure. Estimates outside the sum beam contour are
therefore corrected by projecting them onto the boundary circle of the beam.

2. Detection threshold: In the update step of the tracking algorithm only those
measurements are considered whose sum beam power is above a certain
detection threshold which is given by a reasonable monopulse estimate as in
(1.81). It is well known that the variance of the monopulse estimate decreases
monotonically with this threshold increasing. Typically an SNR level of 13 dB
gives useful estimates. This avoids random outliers.

3. Adjustment of the antenna look direction: Generally any beam steering into
the jammer notch should be avoided due to the expected lack of good mea-
surements. In case that the proposed look direction lies in the jammer notch,
we select an adjusted direction on the skirt of the jammer notch.

4. Variable measurement covariance for the tracking algorithm: The tracking
algorithm uses a model for the expected accuracy of the parameter estimates.
Normally this is a fixed estimate of the corresponding standard deviation.
However, for adaptive beams the accuracies can vary considerably depending
on the proximity of the target to the jammer. A variable covariance matrix of
the adaptive monopulse estimation according to (1.81) is considered, but only
for a mainlobe jammer situation. For jammers in the sidelobes there is little
effect on the angle estimates and one can use the fixed covariance matrix of the
non-jammed case.

5. QuadSearch and pseudo-measurements: If the predicted target direction lies
inside the jammer notch and if, despite all adjustments of the antenna look
direction, the target is not detected, a specific search pattern is initiated named
QuadSearch. It uses a set of look directions on the skirt of the jammer notch to
obtain detections and acceptable monopulse estimates. If this procedure does
not lead to detection, we know that the target is hidden in the jammer notch and
we cannot see it. We use then the direction of the jammer as a pseudo-bearing
measurement to maintain the track file. The pseudo-measurement noise is
determined by the width of the jammer notch.

6. LocSearch: In case of a permanent lack of detections (e.g. for three
consecutive scans) while the track position lies outside the jammer notch, a
specific search pattern is initiated (named LocSearch) that is similar to the
QuadSearch. The new look directions lie on the circle of a certain radius
around the predicted target direction. This measure aims at enlarging the
expected range of the target position.

7. Modelling of target dynamics: The selection of a suitable dynamics model
plays a major role for the quality of tracking results. In this context, the
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so-called interacting multiple model (IMM) is a well-known method to reliably
track even those objects whose dynamic behaviour remains constant only
during certain periods.

8. Gating: In the vicinity of the jammer, the predicted target direction (as an
approximation of the true direction) is used to compute the variable angle
measurement covariance. Strictly speaking, this is only valid exactly in the
particular look direction. Moreover, the tracking algorithm regards all incom-
ing sensor data as unbiased measurements. To avoid track instabilities, an
acceptance region is defined for each measurement depending on the predicted
target state and the assumed measurement accuracy. Sensor reports lying out-
side this gate are considered as invalid.

The rules ‘Look direction stabilization’ (nr. 1), ‘Adjustment of look direction in
jammer notch’ (nr. 3) and ‘QuadSearch’ (nr. 5) are illustrated by the graphic of
Figure 1.34.

The effect of these stabilization measures on the tracking performance was
evaluated in different scenarios. One example of an air-to-air target tracking sce-
nario from [82] is shown in Figure 1.35. In this scenario, the sensor is a forward
looking airborne radar flying at constant speed of 265 m/s using the generic array of
Figure 1.7 (sum beamwidth BW¼ 3.4�, field of view 120�, scan interval 1 s). The
sensor platform approaches a target heading towards the sensor at velocity 300 m/s,
which thereupon veers away after a short time. A stand-off jammer (SOJ) is present
at larger distance flying a race track at 235 m/s. All these platforms are flying at the
same constant altitude. The signal-to-noise ratio was set to 26 dB and the jammer-
to-noise ratio to 27 dB at a reference range of 70 km. The whole simulation lasted
for 240 s. During this simulation, the target is hidden twice in the jammer notch of
the SOJ – first for 3 s and then again for 4 s.

Figure 1.36 shows a period of the azimuth measurements and tracking esti-
mates over a time window where the target first passes through the jammer notch.
The true target azimuth is shown by a dashed line. The time period where the target
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Figure 1.34 Illustration of different stabilization measures to improve track
stability and track continuity (from [4] courtesy of M. Feldmann)
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enters the jammer notch is shown by grey shadings. For the tracking performance it
is now critical that the estimated error covariance matrices which are updated by
the tracker represent in an acceptable way the true covariance matrices which we
create in the simulation. These values are indicated by the different error bars
representing the std values: sSIM

uk
denotes the true azimuth standard deviation (std)

from the simulation; sFILT
uk

corresponds to the std which is used in the tracking
algorithm. According to rule nr. 4 the tracking program computes the adaptive
angle measurement covariance only in the vicinity of the jammer with a diameter of
this zone of 8.5�. Outside of this region, the tracking algorithm uses a constant std
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Figure 1.35 Target tracking scenario with standoff jammer: Geographic plot of
platform trajectories (from [4] courtesy of M. Feldmann)
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Figure 1.36 Exemplary azimuth measurements and models for a specific time
window for tracking scenario of Figure 1.35 (from [4] courtesy of
M. Feldmann)
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of 0.004 for both components of the angle measurement (values of direction cosine
u,v). One can see that the approximated std often over-estimates the true std, but
represents well its magnitude. The constant std for the other parameters are 75 m
and 7.5 m/s for range and range-rate measurements. From Figure 1.36 the benefits
of using pseudo-bearing measurements become apparent.

In summary, these investigations showed some interesting features of adaptive
tracking:

1. If we use ABF and adaptive monopulse only, track loss will almost surely
occur in the vicinity of the jammer. Of course, for jammers in the sidelobe
region tracks will be extracted and maintained.

2. With additional stabilization measures that do not require the knowledge of the
jammer direction (projection of the monopulse estimate, detection threshold,
LocSearch, gating) still track instabilities occurred culminating finally in track
loss.

3. An advanced tracking version which uses in addition to (1) and (2) pseudo-
measurements mitigates this problem to some degree.

4. Finally, the additional consideration of (1), (2) and (3) together with the
variable measurement covariance providing a better estimate of the highly
variable shape of the angle uncertainty ellipse resulted in significantly fewer
measurements that were excluded due to gating. In this case all the stabiliza-
tion measures could not only improve track continuity, but also track accuracy
and thus track stability, [82].

The lesson learned is that it is absolutely necessary to use all available information of
the adaptive process for the tracker for achieving the goal of detection and tracking
in the vicinity of the interference. The modified beam steering rules developed for
adaptive tracking are measures of the radar management. There may be other rules
of radar management in the case of jamming with known jammer directions. This
should be a topic of further research in the context of cognitive radar. Chapter 1.3
and Part I and II of Vol. 2, review this topic again.

1.10 Conclusions and final remarks

This chapter should provide a survey on the general methods of array signal pro-
cessing and on the links to antenna design, hardware constraints and target detec-
tion, parameter estimation and tracking. Specifically we have discussed the
following features:

● Array signal processing is based on the availability of spatial samples of the
incoming wavefront. Such samples can be conveniently obtained from arrays
with digital sub-arrays. We have described how all the array processing
methods can be extended to sub-array outputs, which problems arise for sub-
array design, what the accuracy requirements are and how different sub-array
features can be obtained by post-processing. In particular the concept of the
super-array associated with every sub-array configuration provides a tool to

88 Novel radar techniques and applications – volume 1



analyse the feature of the sub-array configuration. Sub-arrays are most
important for large arrays, not only because of the requirement of cost, weight
and processing time, but also because sub-array solutions for large arrays can
be more flexible and efficient.

● Interference suppression by deterministic and adaptive pattern shaping are key
techniques of array processing. Both approaches can be reasonably combined,
where ABF should be applied against interference that can be learned in a
training phase, while deterministic pattern shaping should counter all remain-
ing surprise interference. Applying ABF after deterministic sidelobe reduction
allows reducing the requirements on the low sidelobe level. So, a compromise
between both techniques must be achieved. Special and effective techniques
are available to make ABF preserve the low sidelobe level (e.g. CAPS
method).

● General principles and relationships between ABF algorithms and super-
resolution methods have been discussed, like dependency on the sample
number, dependency on signal fluctuations, robustness, the benefits of sub-
space methods, problems of determining the signal/interference sub-space,
resolution limit.

● Array signal processing methods like ABF and super-resolution methods can
be applied to sub-arrays generated from a large fully filled array. This means
applying these methods to the sparse super-array formed by the sub-array
centres. We have pointed out problems and solutions for this special array
problem. Once a sub-array forming matrix T has been defined, the properties
of the super-array and the sub-arrays can be analysed and from this perfor-
mance features can be derived.

● A special technique of surprise interference suppression is side lobe blanking
aiming at blanking impulsive interference. We have shown a general approach
to combine side lobe blanking with adaptive interference suppression for the
case of joint impulsive and continuous interference, where each of these
techniques alone fails.

● ABF can be combined with super-resolution in a canonical way by applying
the pre-whiten and match principle to the data and the signal model vector.

● All array signal processing methods can be extended to space-time processing
(arrays) by defining a corresponding space-time plane wave model and a
space-time sub-array transformation matrix. Again, this space-time sub-array
transformation matrix defines the super-array pattern and the sub-array pat-
terns and from these some features can be derived.

● Super-resolution is a joint detection-estimation problem. Many methods have
been proposed for both aspects of the problem, but one must also consider the
joint problem. One has to determine a multi-target model which contains the
number, directions and powers of the targets and these parameters are strongly
coupled. A practical iterative joint estimation and detection procedure has
been presented. For a robust solution of the joint detection-estimation
problem a sequence of criteria has been proposed which step-by-step refines
the estimates.
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● The problems of implementation in real system have been discussed, in par-
ticular the effects of limited knowledge of the array manifold, effect of channel
errors, eigenvalue leakage, unequal noise power in array channels and dynamic
range of AD-converters.

● The problem of embedding signal processing into the whole radar system has
been exemplarily studied for ABF. For achieving best performance an adap-
tation of the processing subsequent to ABF is necessary. We have shown how
improved performance can be achieved by modifying some subsequent pro-
cessing blocks: direction estimation by ABF-monopulse, the detector by
adaptive detection with ASLB, and the tracking algorithms by several adaptive
tracking techniques and track management with jammer mapping.

With a single advanced array signal processing method alone a significant
improvement of a radar system will often not be obtained. All functionalities have
to be mutually tuned and balanced. This is an important task for future research. Of
course, this tuning of functionalities depends strongly on the application of interest.
Therefore general rules cannot be given and the applications presented in the fol-
lowing chapters will require additional special considerations. The approaches
presented here constitute only first ad hoc steps providing examples of effects that
have to be considered. Note that in most cases tuning the functionalities is often a
software problem. So, there is the possibility to upgrade existing systems softly and
step-wise. In many cases estimates of the limitations of the signal processing
methods (of the antenna beamwidth, width of the jammer notch, admissible region
for monopulse, convergence of super-resolution methods, dependency of bias
values etc.) is already important information to be used for radar data processing
and radar management.

In the future, radar systems will increasingly collect information about the
environment in a background procedure, similar to the jammer mapping mode
presented here. Using a clutter map together with a geographic map for supporting
waveform selection, the detector and the tracking procedure is already an estab-
lished technique. Multi-function radar may also operate in an electronic intelli-
gence mode to collect information about its emitter environment. Information from
other ‘sensors’ (e.g. weather data, GPS data, TV/IR data) together with data from
big data bases may be fed into the radar system to improve signal or data processing
and thus the overall performance. A meaningful model of the additional sensor data
is the basis of successful processing of this information in the future.

This chapter is far from being exhaustive and a number of radar issues have not
been considered, like clutter, passive radar, multistatic radar, or polarization. Still it
is hoped that a set of useful tools has been provided.
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List of symbols and functions

a/a/A Scalar/vector/matrix variable

|a| Magnitude of a (complex) variable

||a|| Norm of a vector

aT/a*/aH Transpose/complex-conjugate/complex-conjugate transpose
(Hermitean operation) of a vector

diag{a} Diagonal matrix composed of the components of vector a

diag
M

k¼1
akf g M � M diagonal matrix with diagonal elements ak

vec{A} Vector generated from matrix A by stacking all columns on top

(ai)i ¼ 1 . . . N Column vector with components ai

(Aik)i,k ¼ 1 . . . N Matrix with components Aik

⊗ Kronecker matrix product

� Schur–Hadamard (element wise) matrix product

f, l Frequency of a signal and corresponding wavelength

B Bandwidth

c Velocity of light
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N Number of array elements

K Number of time samples

L Number of sub-arrays

u ¼ (u, v, w) Direction vector of length one, for a planar array u ¼ (u, v) is also
called direction cosines (for azimuth and elevation)

r ¼ (x, y, z) Co-ordinates of the array element positions

a(u, v) Plane wave array model vector for a plane wave from direction
u ¼ (u, v)

s Signal vector

n Noise vector

z Array output data vector (data snapshot)

1, 0 Vector containing only ones or zeros

T The sub-array forming matrix

ẑ Estimated quantity

~z Vector at sub-array output level

E{ . . . } Expectation operation

cov{ . . . } Covariance operation

LP{ . . . } Low pass filtering operation

Re{ . . . } Real part of a complex quantity

sinc The function sinc x ¼ (sin x)/x

List of acronyms

ABF adaptive beamforming

ACE adaptive cosine estimator

ADC analogue-to-digital converter

AIC Akaike information criterion

AMF adaptive matched filter

AP alternating projections

AR auto-regressive

ASB adaptive sidelobe blanking

BW 3 dB antenna beamwidth

CAPS constrained adaptive pattern synthesis

CPI coherent processing interval

CRB Cramér–Rao bound

DimSS dimension of jammer or interference sub-space

Dof degrees of freedom

DSW direct sub-array weighting

ELA equivalent linear array
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ELRA electronically steerable radar (name of the experimental phased array
radar of Fraunhofer FHR)

FHR Fraunhofer Institute for High Frequency Physics and Radar Technology

FKIE Fraunhofer Institute for Communications, Information Processing and
Ergonomics

EM expectation maximization method

EVP eigenvector projection

GLRT generalized likelihood ratio test

GSLC generalized sidelobe canceller

IMP incremental multi-parameter

LMI lean matrix inversion

LSMI loaded sample matrix inversion

MDL minimum description length

ML maximum likelihood

MUSIC multiple signal classification

PRF pulse repetition frequency

SAGE space alternating generalized EM algorithm

SLB sidelobe blanking

SLC sidelobe canceller

Std standard deviation

SNIR signal-to-noise plus interference ratio

STAP space-time adaptive processing

ULA uniform linear array

WNT white noise test
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[53] P.J. Chung, J.F. Böhme ‘Comparative convergence analysis of EM and
SAGE algorithms in DOA estimation’. Proc. IEEE Conf. ICASSP-2001,
pp. 2993–2996.

[54] P. Stoica, A. Nehorai ‘Performance study of conditional und unconditional
direction-of-arrival estimation’. IEEE Trans. ASSP 38 (10), 1990, pp. 1783–
1795.

[55] M.T. Wasan Stochastic Approximation. Cambridge University Press,
Cambridge, UK, 1969, ISBN 521073685.

[56] U. Nickel ‘Aspects of implementing super-resolution methods into phased
array radar’. AEU Int. J. Electron. Commun. 53 (6), 1999, pp. 315–323.

[57] B. Ottersten, P. Stoica, R. Roy ‘Covariance matching estimation technique
for array signal processing applications’. Dig. Signal Process. 8, 1998,
pp. 185–210.

96 Novel radar techniques and applications – volume 1



[58] U. Nickel ‘Spotlight MUSIC: super-resolution with subarrays with
low calibration effort’. IEE Proc. Radar Sonar Navig. 149 (4), 2002,
pp. 166–173.

[59] Y.I. Abramovich, N.K. Spencer, A.Y. Gorokhov ‘GLRT-based threshold
detection-estimation performance improvement and application to uniform
circular antenna arrays’. IEEE Trans. SP 55 (1), 2007, pp. 20–31.

[60] Y.I. Abramovich, B.A. Johnson ‘Detection-estimation of very close
emitters: performance breakdown, ambiguity, and general statistical
analysis of maximum-likelihood estimation’. IEEE Trans. SP 58 (7), 2010,
pp. 3647–3660.

[61] A.S. Paine ‘Minimum variance monopulse technique for an adaptive phased
array radar’. IEE Proc. Radar Sonar Navig. 145 (6), 1998, pp. 374–380.

[62] Y. Seliktar, E.J. Holder, D.B. Williams ‘An adaptive monopulse processor
for angle estimation in a mainbeam jamming and coherent interference
scenario’. Proc. ICASSP, Seattle 1998, IEEE Cat. Nr. 0-7803-4428-6/98,
pp. 2037–2040.

[63] R.C. Davis, L.E. Brennan, I.S. Reed ‘Angle estimation with adaptive arrays
in external noise fields’. IEEE Trans. AES 12 (2), 1976, pp. 179–186.

[64] U. Nickel ‘Performance of corrected adaptive monopulse estimation’. IEE
Proc. Radar Sonar Navig. 146 (1), 1999, pp. 17–24.

[65] U. Nickel, E. Chaumette, P. Larzabal ‘Statistical performance prediction
of generalized monopulse estimation’. IEEE Trans. AES 47 (1), 2011,
pp. 381–404.

[66] U. Nickel, E. Chaumette, P. Larzabal ‘Estimation of mixed Swerling 0, and
Swerling I–II extended targets from monopulse ratio’. IEEE Trans. AES
49 (3), 2013, pp. 2084–2096.
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Chapter 2

Robust direct data domain
processing for MTI

Diego Cristallini*, Wolfram Bürger*
and Richard Klemm*

Abstract

Direct data domain space–time adaptive processing (D3-STAP) is an interesting
approach for multi-channel radar moving target indication. The main difference
with respect to conventional stochastic STAP resides in the capability to cancel the
interference (both jammers and clutter) using only the information contained in
the single range gate under test. Therefore, being implicitly a single snapshot
interference cancellation technique, D3-STAP shows several advantages compared
to stochastic STAP in fast varying interference scenarios, where the availability of
secondary data for interference statistics estimation is limited. In this chapter, a
novel approach for D3-STAP is described. This amelioration overcomes the main
limitation of D3-STAP in its classical derivation. In fact, target detection perfor-
mance of D3-STAP is severely deteriorated in case of inaccurate knowledge of
target parameters, namely direction of arrival (DOA) and Doppler frequency. To
overcome this problem, a robust D3-STAP (viz. RD3-STAP) implementation is
shown which takes into account a possible mismatch between nominal and actual
target parameters. The approach reformulates the D3-STAP problem in the context
of convex optimization, and it can be applied to the different implementations of
D3-STAP, namely forward, backward and forward–backward methods. In addition
to that, an implementation of RD3-STAP with dimension reducing transformations
is shown which limits the number of degrees of freedom. The effectiveness of the
proposed approach is shown both in simulated scenarios and by direct application
to real data taken from the experimental multi-channel radar system Phased-Array
Multi-functional Imaging Radar (PAMIR) developed at Fraunhofer-Institute for
high frequency physics and radar techniques; in German: Fraunhofer-Institut für
Hochfrequenzphysik und Radartechnik (FHR). Finally, possible applications of
RD3-STAP to multi-channel synthetic aperture radar and to target DOA estimation
cases are presented.

*Fraunhofer FHR, Germany



2.1 Introduction

Space–time adaptive processing (STAP) identifies the framework of radar signal
processing where multiple parallel digitized receiving channels and the echoes of
multiple successive transmitted pulses are jointly exploited to guarantee reliable
moving target indication (MTI). STAP is a tool for detecting moving objects with
moving radar (for instance, airborne or space based) in presence of stationary
clutter background or other strong interfering scenarios. In theory, the optimum
STAP processor is given by the well known rule ‘pre-whiten and match’ (like-
lihood ratio test) where ‘whitening’ is performed by multiplying the inverse of the
space–time covariance matrix of clutter and noise with the data vector. Matching
the target signal in space and time is done in a second step by a beamformer
cascaded with a Doppler filter bank. In particular, STAP facilitates the detection
of low Doppler targets. For more details the reader is referred to [1,2]. In this
context, adaptivity refers to the need for estimating the unknown interference
environment through the received data [3]. Range dependency of clutter char-
acteristics requires the STAP filter to be adaptive also over range. In the past
literature, two macro classes of approaches have been proposed to make such a
range dependent adaptivity feasible: stochastic STAP and direct data domain
STAP (D3-STAP) [4].1

In stochastic STAP, secondary data are collected from neighbouring range
gates to estimate the interference statistics (space–time clutterþnoise covariance
matrix) of the range gate under test. By doing so, it is assumed that secondary
range cells do not contain the potential target and that they are statistically
homogeneous to the range gate under test. The well-known Reed Mallett Brennan
(RMB) rule [9] sets the amount of secondary data samples needed to limit
adaptivity losses, which is directly related to the dimensions of the corresponding
interference covariance matrix. Large covariance matrix dimensions and/or fast
range varying interference environments might experience shortage of available
secondary data having the same statistics as the cell under test (CUT) as well as
problems associated with arithmetic accuracy, computing time and storage. In the
context of stochastic STAP, sub-optimal approaches have been derived which
drastically reduce the dimensions of the covariance matrix while retaining good
interference cancellation capabilities [1,2]. However, sub-optimal stochastic STAP
still suffers several drawbacks. In particular, the range adaptivity of the STAP
filter can hardly be performed on a single range gate basis, as required in the
presence of clutter discretes. Even stabilization techniques like diagonal loading,
proposed to limit the shortcomings of stochastic STAP, still require some
secondary data samples support. In addition, the need for multiple range gates to
estimate the interference characteristics might also cause inter-target nulling
effects, meaning that echoes from one target are erroneously added to the

1It is worth noticing that also other methods than D3-STAP might be mentioned as good candidates in
case of no available secondary data [5–8].
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secondary data corresponding to the other target, thus preventing reliable target
detection [10].

D3-STAP offers a different viable solution for effective interference cancella-
tion in situations with a limited amount of secondary data [4, 11 Chapter 12]. Here,
interference cancellation is performed on a single-range gate basis with no need for
secondary data. Interference cancellation is performed cancelling out from the
received signal all contributions except the expected target one. This is done under
the assumption of exact knowledge of target parameters, namely direction of arrival
(DOA) and Doppler frequency. To this end, one should notice that assuming a
coarse knowledge of target parameters is not completely unrealistic, especially in
target tracking and/or confirmation situations; however, their exact knowledge
represents a strong limitation for the application of this technique. In fact, a target
signal contribution with parameters only slightly deviating from the nominal one
will lead to severe performance degradation, since the target signal will be treated
as interference (i.e. the so-called target self-nulling effect). To overcome this
problem, [12] proposed to bind the D3-STAP filter with multiple constraints
covering the region of uncertainty of target parameters. This solution preserves the
STAP filter gain for the target at the expense of a reduced number of degrees of
freedom (DOFs) available to suppress the interference.

This chapter addresses the problem of application of D3-STAP in case of
uncertainty in the knowledge of target parameters. In particular, a robust imple-
mentation of the D3-STAP (viz. RD3-STAP) filter is described to prevent the
aforementioned target self-nulling effect [13]. Such an approach has also the nice
property of maintaining adequately low sidelobes in the RD3-STAP pulse response.
This is obtained by designing the filter-pulse response to minimize the output
interference power while maintaining a pre-determined gain over a region of
uncertainty around the nominal target direction2. In other words, the RD3-STAP
filter is constrained to have a pre-determined gain over the target for all possible
target directions within the region of uncertainty. This is obtained by imposing the
constraint for the biggest possible mismatch between nominal and potential target
parameter values. By following this approach, the RD3-STAP filter design is
reformulated in the framework of convex optimization [15]. It is worth noticing
that a similar approach has already been investigated by [16,17] in the framework
of stochastic STAP.

This chapter is organized as follows. In Section 2.2, the D3-STAP filter deri-
vation is briefly recalled, and the notation is defined. Section 2.3 is devoted to the
mathematical derivation of the RD3-STAP filter. Section 2.4 presents some results
of the RD3-STAP filter, both simulative and with an application to real data. Some
applications of the RD3-STAP filter for synthetic aperture radar (SAR) and for
target DOA estimation are presented in Section 2.5. Finally in Section 2.6, we draw
some conclusions.

2In [14], the D3-STAP pulse response sidelobe level is controlled by synthesizing multiple constraints in
the sidelobe region, thus reducing the available DOFs for interference suppression.
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2.2 Notation and signal model

Let us define the complex column vector x containing the digitized complex vol-
tages measured at a specific time (i.e. for a given range gate) at the N elements of
an array and in M successive pulses. The overall signal received from the nth
antenna element at the mth pulse can be written as follows:

xm;n ¼ as � exp j2p
nd

l
sin qs þ mfs

fr

� �� �

þ
XK�1

i¼1

ai � exp j2p
nd

l
sin qi þ mfi

fr

� �� �
þ rm;n (2.1)

where as is the unknown complex amplitude of the target, qs is the target DOA
(supposed to be known in the ideal case of perfect knowledge of target para-
meters), d is the inter-element distance between the elements of the array, fs is the
target Doppler frequency (also supposed to be known in the ideal case of perfect
knowledge of target parameters), fr is the pulse repetition frequency (PRF) and l
is the carrier wavelength. K � 1 is the number of narrowband interferences
impinging on the array, ai, qi and fi are the corresponding unknown complex
amplitudes, DOAs and Doppler frequencies (i ¼ 1; . . . ;K � 1). Finally, rm;n is the
complex contribution of thermal noise at the nth antenna element at the mth time
instant.

The signal model defined in (2.1) can be conveniently reformulated in vec-
torial form as follows:

x ¼ as � as þ
XK�1

i¼1

ai � gi þ r (2.2)

where as is the NM � 1 target space–time steering vector, gi is the NM � 1 space–
time steering vector of the ith interference and r contains the thermal noise con-
tributions. As is apparent, both the useful target and the interference contributions
are modelled as narrowband signal sources impinging on the antenna array from
specific localized positions in the angle/Doppler plane. The thermal noise con-
tribution can be considered as a white normal distributed random process.

Let us now define the two scalar complex variables zs and zt as follows:

zs ¼ exp j2p
d

l
sin qs

� �

zt ¼ exp j2p
fs

fr

� � (2.3)

that are uniquely determined if the target parameters qs and fs are assumed to
be known. In addition, let us define Km � ðM þ 1Þ=2 and Kn � ðN þ 1Þ=2,
which are the available DOF in the spatial and temporal domains, respectively.
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Then, a space–time steering vector in the nominal target direction z can be written
as (see (2.4)):

z ¼ 1 zs z2
s . . . zKn�1

s zt ztzs . . . ztzKn�1
s . . . zKm�1

t . . . zKm�1
t zKn�1

s

� �
(2.4)

To retrieve the expression of the D3-STAP filter, it is useful to re-arrange the
column vector x in a M � N matrix form X, where xm;n is the mth row and nth
column element of X. Let us also define the matrices:

XðKmKnÞ
m;n ¼ Xðm : m þ Km � 1; n : n þ Kn � 1Þ (2.5)

where m ¼ 1; . . . ;Km and n ¼ 1; . . . ;Kn. That is XðKmKnÞ
m;n is a Km � Kn truncated

version of X, obtained taking Km rows starting from the mth row and Kn columns
starting from the nth column. In addition, let xðKmKnÞ

m;n be a 1 � KmKn row vector that

contains the elements of XðKmKnÞ
m;n read columnwise.

We observe that three sets of row vectors can be derived from the conventional
single canceller principle (i.e. the 2-pulse Doppler filter), which contain inter-
ference contributions only (the useful signal contribution is completely removed by
the weighted subtraction), namely:

sxm;n ¼ xðKmKnÞ
m;n � z�1

s xðKmKnÞ
m;nþ1

txm;n ¼ xðKmKnÞ
m;n � z�1

t xðKmKnÞ
mþ1;n

s;txm;n ¼ xðKmKnÞ
m;n � z�1

t z�1
s xðKmKnÞ

mþ1;nþ1

(2.6)

where m ¼ 1; . . . ;Km and n ¼ 1; . . . ;Kn. The vectors in (2.6) are in total 3KmKm and
they have dimensions 1 � KmKn each. They can be arranged in a 3KmKm � KmKn

interference only matrix F2, see also [4, 11 Chapter 12]. Specifically, F2 can be built
as follows:

F2 ¼

sx1;1

..

.

sxKm;Kn

tx1;1

..

.

txKm;Kn

s;tx1;1

..

.

s;txKm;Kn

2
6666666666666666666664

3
7777777777777777777775

(2.7)
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A linear system matrix F can be obtained simply concatenating the row vector z
with the matrix F2. That is:

F ¼ z

F2

" #
(2.8)

By exploiting F in (2.8), the KmKn � 1 D3-STAP filter w is obtained by solving in
the least squares sense the following linear system:

F �

w1

w2

..

.

wKmKn

2
666664

3
777775 ¼

1

0

..

.

0

2
66664

3
77775 , F � w ¼ y (2.9)

As is apparent, the linear system in (2.9) tends to null the interference only matrix
F2, while preserving a non-zero look direction constraint in the nominal target
direction (first row of F). In addition, one should note that the linear system in (2.9)
has to be solved in a least square sense, since F is generally non-squared.

It has also to be noticed that the D3-STAP filter deriving from solving
(2.9) corresponds to the so-called forward (FW) implementation [11 Chap-
ter 12], where the term FW comes from the observation that vector x is spanned
from the first to the last element in the weighted subtractions in (2.6). As
mentioned in [11 Chapter 12], an analogous D3-STAP filter design can be
obtained by considering a reversed complex conjugated version of the received
data vector x, and then building signal free weighted subtractions like in (2.6),
where the vector is now spanned from the last to the first element. The resulting
D3-STAP filter will lead to the so-called backward (BK) implementation.
Moreover, FW and BK weighted subtractions can be combined leading to the
forward–backward (FB) implementation which gives additional equations to the
linear system (2.9).

It should be clear that any uncertainty in the knowledge of the target para-
meters qs and fs would directly affect the scalar quantities in (2.3) and consequently
the matrix F. As a consequence, the matrix F2 will no more contain only inter-
ference contributions but also a useful signal contribution, and also the look
direction constraint (first row of F) will be no more exact. The final results of such
a mismatch (e.g. of this error) is the so-called target self-nulling effect, see
[11 Chapter 12, 13]. In other words, if the target parameters differ from the
nominal ones, the filter vector determined through (2.9) will treat the true target as
interference, thus nulling it. This is a major drawback of D3-STAP, since an
uncertainty in the target parameters determination is always to be expected in real
scenarios. The first idea proposed to overcome this problem is to synthesize mul-
tiple constraints covering the region of uncertainty of target parameters [12]. This
can be easily obtained by replacing one or more rows in the matrix F in (2.8) with
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constraints of the form:h
1 zs;l z2

s;l . . . zKn�1
s;l . . . zt;l zt;lzs;l . . . zt;lz

Kn�1
s;l

. . . zKm�1
t;l zKm�1

t;l zs;l . . . zKm�1
t;l zKn�1

s;l

i (2.10)

where:

zs;l ¼ exp j2p
d

l
sin qs;l

� �

zt;l ¼ exp j2p
fs;l

fr

� � (2.11)

qs;l and fs;l being the DOA and the Doppler frequency values of the lth constraint,
and replacing with non-zero entries the corresponding elements of the vector y. As
apparent, every additional main beam constraint reduces the number of available
DOFs reserved for the interference suppression. In the following section, a robus-
tification of D3-STAP (i.e. RD3-STAP) is presented to overcome this problem.

As a final general comment, the D3-STAP approach has been here presented
for the uniform linear array (ULA) case. Under this hypothesis, the derivation of
the interference only quantities in sxm;n and in s;txm;n is simplified. Nevertheless, a
generalization to planar arrays with irregular sub-array structures is possible.

2.3 Robust D3-STAP

If the exact target parameters are unknown, but their values can be confined in a
bounded region of uncertainty, the D3-STAP filter in (2.9) can be constrained to
have a pre-determined gain over the target for all possible pairs of target parameters
within the region of uncertainty, see [13]. This can be easily fulfilled by imposing
the constraint for the worst case situation or, which is equivalent, for the highest
possible mismatch between assumed and potential target parameter values,
following the approach of robust Capon beamforming presented in [17]. Subject to
this constraint, the filter is then designed to minimize the output interference
power. In this case, the D3-STAP filter design will be robust to any target para-
meters inaccuracy within the region of uncertainty.

In case of uncertainty in target parameter knowledge, the true (T) target
steering vector cðKmKnÞ (which is steered at qT

s and f T
s ) can be expressed as the sum

of the nominal (N) one aðKmKnÞ (steered at qN
s and f N

s ) plus a norm-bounded error
vector eðKmKnÞ. That is:

cðKmKnÞ ¼ aðKmKnÞ þ eðKmKnÞ; with keðKmKnÞk � � (2.12)

where the superscript ‘ðKmKnÞ’ indicates that KmKn � 1 complex truncated
column vectors are considered and will be omitted in the following to simplify the
notation. Clearly, under the target parameters uncertainty assumption, the first
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equation of (2.9) (i.e. the look direction constraint) can be conveniently reformu-
lated as follows:

jwH cj ¼ jwHða þ eÞj � 1 (2.13)

for all vectors c satisfying (2.12). As already shown in [17], the inequality in (2.13)
can be rewritten for small � as follows:

jwH aj � � � kwHk � 1 (2.14)

As a consequence, a convenient robust formulation of the D3-STAP problem (viz.
robust D3-STAP, RD3-STAP) is:

min
w

kFH
2 wk

subject to : jwH aj � � � kwk � 1
(2.15)

Several comments are in order. First, it is worth noticing that the RD3-STAP
method, as well as D3-STAP, designs an adapted filter vector w of dimensions
KmKn � 1. Second, RD3-STAP reformulates the D3-STAP filter design in terms of
convex optimization, [15], which can be easily solved with ready-to-use toolboxes
[18,19]. Third, it has to be highlighted that the actual convergence of the RD3-
STAP method directly depends upon the value of �.

Finally, one has to notice that the RD3-STAP filter design, which has been
described here for brevity sole in the FW implementation, can be applied
straightforward to the BK and to the FB cases.

Convergence of the RD3-STAP method

We now investigate the admissible values for �. For the sake of simplicity, the
derivation is confined to the spatial-only case (i.e. only the spatial dimension is
considered). Extension to the space–time case is then straightforward. Let us
express the worst case error vector e (as in [17]) as:

e ¼ � w
jjwjj � � e jF (2.16)

where F ¼ angleðwH aÞ, and substituting it in (2.13), it can be easily shown that
(2.13) is equivalent to (2.14) if and only if:

jwH aj � �jjwjj , � � jwH aj
jjwjj (2.17)

According to [17], (2.17) defines the constraint that ensures (2.13) and (2.14) to be
equivalent, so that the convex optimization problem in (2.15) is correctly for-
mulated and will give a stable numerical solution. Nevertheless, if no restriction is
made on the possible form of the weight vector w, no specific closed form
expression for the upper bound error can be derived. Fortunately, for the particular
case of jjwjj ¼ jjajj ¼ ffiffiffiffiffiffi

Kn
p

, (2.17) can be refined thus deriving a closed form
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expression for the upper bound error �. To understand this point, one should again
consider (2.14) and make explicit the inequality with respect to �:

jwH aj � �jjwjj � 1 , � � jwH aj
jjwjj � 1

jjwjj (2.18)

By comparing (2.17) with (2.18), it is clear that (2.18) poses a stricter requirement
on �. In particular, recalling that both w and a are Kn � 1 vectors and applying the
Cauchy–Schwartz inequality to (2.18), we can find an upper bound for �. That is:

� � �MAX ¼
ffiffiffiffiffiffi
Kn

p
� 1ffiffiffiffiffiffi

Kn
p ¼ Kn � 1ffiffiffiffiffiffi

Kn
p (2.19)

Please note that the upper bound in (2.19) is indirectly a function of N . In parti-
cular, for the spatial-only case, we will choose the maximum number of DOFs,
leading to KN ¼ b N þ 1ð Þ=2c, where b�c is the floor integer operator. To prove that
(2.19) is actually an upper bound for �, let us recall that for hypothesis jjwjj ¼ ffiffiffiffiffiffi

Kn
p

and let us consider the following expression for �:

� ¼ �MAX þ p ¼ Kn � 1ffiffiffiffiffiffi
Kn

p þ p (2.20)

where p is a real scalar value. Plugging (2.20) into (2.14) we get:

jwH aj � 1 þ Kn � 1ffiffiffiffiffiffi
Kn

p þ p

� �
� jjwjj ¼ Kn þ p �

ffiffiffiffiffiffi
Kn

p
(2.21)

Depending on the value of p, (2.21) leads to the following three different cases:

p < 0 ) jwH aj < Kn several solutions are admissible

p ¼ 0 ) jwH aj ¼ Kn , w ¼ a only one solution is admissible

p > 0 ) jwH aj > Kn no solutions are admissible

8<
: (2.22)

By observing (2.22), it should be clear that �MAX represents an upper bound for �
and that (2.19) is a sufficient condition for � that ensures the existence of an
admissible solution for our convex problem. In addition, in the case limit � ¼ �MAX,
the only admissible solution is w ¼ a, which clearly does not have any effect in
reducing the output interference power. As a consequence, in practical situations,
one will always choose � < �MAX, in order to maintain some freedom in the
selection of the weight vector w aiming at reducing the interference power.

2.3.1 RD3-STAP with dimension reducing transformations
It has been shown in [1,2] and other publications that certain dimension reducing
transformations (DRTs) can minimize the computational workload of adaptive
space–time clutter filtering without significant losses in clutter suppression
performance. Typical examples for such transforms are illustrated in Figure 2.1.
It shows how a linear equispaced array can be modified by forming equispaced
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sub-arrays overlapping in such a way that the distance of phase centres is the same
as in the original array. In this way, one obtains an equispaced array whose chan-
nels have a signal gain given by the number of sub-array elements. If P � N , this
transform results in dramatic saving of the subsequent operations (adaptation, filter
weight calculation, filtering).

DRTs with overlapping sub-arrays (as those shown in Figure 2.1b) can be also
applied in the RD3-STAP case, as first introduced in [20]. Here the main advan-
tages and limitations of RD3-STAP with DRT are described.

The number of elements per sub-array is NSA, while P is the number of channels
after DRT, and NB indicates the spacing between adjacent sub-arrays in element unit
distance. The signal from the pth sub-array ðp ¼ 1; . . . ;P ¼ N � NSAð Þ=NBð Þ þ 1Þ
becomes:

Wp ¼
XNSA

n¼1

xnþNB�ðp�1Þ (2.23)

so that an interference matrix F2 can be built by weighted subtractions:

Wp � z�1Wpþ1 p ¼ 1; . . . ;P (2.24)

where z is the target signal phase shift between adjacent sub-arrays. From (2.24),
the RD3-STAP filter after DRT can be derived as shown in the preceding para-
graphs. Clearly, the application of DRT reduces the dimensions of the interference

1

b1 b2 b3

b1 b2 b3 bN-2 bN-1 bN

bN-2 bN-1 bN

b1 b2 b3 bN-2 bN-1 bN

2 3

2 3

1 2 3 N-2 N-1 N

N-2 N-1 N

1

1 2

∑

∑

∑

P

1 2 P. . .

. . .

. . .

. . .

N-2 N-1 N

(a) Linear equispaced array

(c) Summation of central elements

(b) Overlapping sub-arrays

Figure 2.1 Examples of dimension reducing transforms. � 2006 IET. After [1]
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matrix F2 in (2.15), and hence also reduces the number of DOFs to Q ¼ ðP þ 1Þ=2.
As a consequence of this DOF reduction, the RD3-STAP filter pulse response
might be unable to synthesize sufficiently deep notches in the near sidelobe region,
as already highlighted in [20]. A solution to this resides in the modification of the
weighted subtractions (2.24) when DRTs are considered. Specifically, [20]
observes that (2.24) identifies a two-pulse canceller, and therefore it proposes to
modify the weighted subtractions to those of a double canceller. The idea behind is
that a double canceller is expected to have a sharper and faster transition between
the filter notch and the pass band region.

A double canceller RD3-STAP can then be derived starting from the following
(interference only) weighted subtractions:

�zWp�1 þ 2Wp � z�1Wpþ1 (2.25)

and following the same RD3-STAP filter design as described above. It is important
to notice that in the double canceller case the dimensions of the matrix F2 (and of
the weight vector w) are further reduced, so that now the number of available DOFs
is Q ¼ P=2. In the following paragraph (see also [20]), a simulative example is
shown which demonstrate how DRTs can be effectively applied to double canceller
RD3-STAP filtering.

Single and double RD3-STAP performance metrics

We here consider an ULA of N ¼ 15 half-wavelength spaced elements. NB is fixed
to 1, while we vary NSA from 1 to 13 (only odd integers in this interval). The
number of channels P after DRT follows directly from NSA. We assume the useful
target to impinge the antenna from broadside with a signal to noise ratio of 13 dB,
and one interference to be present with a jammer to noise ratio of 31 dB. Perfor-
mance is analysed in terms of normalized SINRout, defined as follows:

SINRout ¼
E jwH sðQÞj2
n o

E jwHðgðQÞ þ rðQÞÞj2
n o � 1

sH s
(2.26)

where w is the RD3-STAP filter vector obtained applying (17) in [13] to the
reduced dimension vector Wp

	 

p¼1;...;P in (2.23), Efg indicates the expected

value operator, the superscript (Q) indicates that only the first Q elements of the
corresponding vector are considered.

In the first analysis, a MonteCarlo simulation with 102 trials has been con-
ducted to evaluate the normalized SINRout against the varying interference
DOA. In this context, the target DOA has been kept fixed with a mismatch
between nominal and true DOA equal to half antenna beamwidth (for N ¼ 15,
such mismatch guarantees the existence of a numerical solution for the RD3-
STAP problem, as previously discussed). Such a mismatch corresponds a worst
case analysis for the more general case of a target DOA uniformly distributed
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between the antenna main beam. Obtained results are shown in Figure 2.2, for
all different sub-array configurations. Note that for NSA ¼ 1, we have the con-
ventional full DOFs case (i.e. one channel per antenna element), hence this can
be considered as a benchmark to evaluate the performance of other DRT RD3-
STAP cases. As is apparent, all DRT configurations exhibit a wide notch, which
is the unavoidable consequence of the robustness to potential target DOA mis-
matches. Apart from that, it is clear that the complete performance recovery is
faster for higher number of channels, as one could easily foresee. Nevertheless,
even for the case P ¼ 15, performance recovery is slow also beyond the DOA
region of uncertainty (see e.g. the region between 0.2 and 0.4 rad). This means
that the notch in the filter pulse response is too large to place a sufficiently deep
null in the near sidelobe region.

Considering the same ULA and the same scenario as before, and varying NSA

from 2 to 12 (only even integers, to account for the changed dimensions of F2),
analogous overlapping sub-array configurations can be obtained for the double
canceller. Figure 2.3 shows the performance of the double RD3-STAP after DRT in
terms of normalized SINRout against a varying interference DOA. As is apparent,
apart from the P ¼ 4 case, all other robust double cancellers exhibit much nicer
behaviour in the shoulder region (i.e. between 0.2 and 0.4 rad). This means that
DRT can be conveniently applied to robust double RD3-STAP to reduce the
number of receiving channels at no performance degradation.
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2.4 Results of RD3-STAP

In this section, the performance of the RD3-STAP filter is analysed first in a
simulative case study, and then using real data.

2.4.1 Simulative case study
This first analysis compares the performance improvement of RD3-STAP with
respect to the conventional D3-STAP approach for a specific simulated case study.
The main parameters used in the simulation are described in Table 2.1. In parti-
cular, only an error in the target Doppler frequency knowledge is considered,
whereas the target DOA knowledge is assumed to be error free. A dual situation,
with a mismatch in the spatial domain, would also be possible. Clearly, mismatches
in the temporal and in the spatial domain originate from different causes. Here,
given the higher available DOFs that we have in the temporal domain (see
Table 2.1), the effects of the proposed robustification are more evident in the
temporal domain, so that a more tutorial analysis can be conducted. As one can see,
a challenging interference scenario has been chosen with both a strong jammer and
clutter. A target has been placed between the clutter ridge and the jammer DOA.

The resulting input signal power spectrum in shown in Figure 2.4. The target
complex amplitude is much weaker than the interference amplitudes, so that the
useful signal is hidden in the interference and cannot be detected without adequate
adaptive interference suppression. The uncertainty in the knowledge of target
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Figure 2.3 Normalized SINRout against varying interference DOA for double
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Doppler frequency is shown in Figure 2.4, where the nominal target position is
marked with a white ‘x’, while the real target position is marked with an ‘o’. For
convenience, in Figure 2.4, also the jammer and clutter contributions have been
highlighted with black lines.

Table 2.1 Case study parameters

Parameter Value

Wavelength (l) 0.03 m
Antenna element distance (d) l=2
PRF ( fr) 1,550 Hz
Number of channels (N ) 11
Kn 6
Number of pulses (M) 65
Km 25
Target qN

s ¼�0.1 rad; qT
s ¼�0.1 rad

f N
s ¼ 100 Hz; f T

s ¼ 120 Hz
as ¼ 12:8 � ej0:67

Jammer q1 ¼�0.6 rad
a1 ¼ 51 � ej1:37

Clutter qi ¼ [�0.2, 0.2] rad
fi ¼ [�220, 220] Hz
ai ¼ 42 � ej0:78

Thermal noise (rm;n) AWGN, zero mean, unit variance
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Figure 2.4 Input signal power spectrum (x: nominal target position; o: true target
position) in dB. � 2012 IEEE. After [13]

112 Novel radar techniques and applications – volume 1



The output signal power spectrum obtained by applying the conventional
D3-STAP filter is shown in Figure 2.5. As is apparent, deep notches are placed
both at the jammer DOA and along the clutter ridge. However, the target self-
nulling effect can be clearly seen. That is the slight mismatch in target Doppler
frequency knowledge causes the synthesis of a notch in the real target position
(black circle).

A different result is obtained by applying the RD3-STAP approach. In this
case, the adaptive filter pulse response is designed to tolerate a maximum mismatch
in the target Doppler frequency knowledge of 25 Hz.

As a consequence, the output signal power spectrum shows no target self-
nulling effect, as is clearly visible in Figure 2.6. The real target position (black
circle) is now preserved, while strong depressions are synthesized to suppress both
jammer and clutter.

2.4.2 Application of RD3-STAP filter to real data
The RD3-STAP approach is here applied to a real multi-channel data set acquired
with the experimental radar system PAMIR developed at Fraunhofer FHR [21].
Experimental data have been acquired during a flight campaign in 2008. PAMIR
main system parameters used in the acquisition are reported in Table 2.2. During
the experiment, two signal repeaters have been used to emulate the echoes of two
different targets whose characteristics are described in Table 2.2.
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Figure 2.5 D3-STAP output signal power spectrum (x: nominal target position;
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The range-Doppler map of the sum channel is reported in Figure 2.7. The zoom
in Figure 2.8 highlights the positions of the two targets just at the edge of the main
clutter region.
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Figure 2.6 RD3-STAP output signal power spectrum (x: nominal target position;
o: true target position) in dB. � 2012 IEEE. After [13]

Table 2.2 Main PAMIR parameters

Parameter Value

Wavelength (l) 0.03 m
Sub-array distance (d) 0.26 m
PRF ( fr) 1,550 Hz
Signal bandwidth Lowered to 38 MHz
Number of channels (N ) 3
Kn 2
Number of pulses (M) 51
Km 26
Target 1 (strong) qT

s ¼ 0 rad

f T
s ¼ 165 Hz

RCS ¼ 100 m2

Range ¼ 2,664 m
Target 2 (weak) qT

s ¼ 0 rad

f T
s ¼ 165 Hz

RCS ¼ 10 m2

Range ¼ 2,694 m
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In order to test the effectiveness of the RD3-STAP approach in this real
situation, some uncertainty in the knowledge of the target parameters has been
emulated. In particular, given the limited number of spatial DOFs, only an error in
the target Doppler frequency has been assumed of half a Doppler bin
(fe ¼ fr= 2Mð Þ ¼ 16 Hz), leading to a nominal Doppler frequency of f N

s � 150 Hz
for both targets. In the following analysis, the RD3-STAP approach will be com-
pared with both conventional D3-STAP and with stochastic STAP. In particular, the
adjacent bin post-Doppler STAP technique [2] will be considered, applied with all
available receiving channels and with three Doppler bins. The interference covar-
iance matrix is estimated by means of local learning strategy, using 36 range gates
(twice the number required by the RMB rule). The strong target is analysed first, by
extracting from the PAMIR data cube the corresponding space–time data snapshot.

D3-STAP and RD3-STAP filters have then been applied to the input data
snapshot of the strong target, leading to the output signal spectra reported in the
upper sub-plot of Figure 2.9. For comparison, the input signal power spectrum is
reported as well. As one can see, the target is strong and separated from the clutter
contribution at 0 Hz so that it is visible even after D3-STAP filtering. However, by
applying the D3-STAP filter, some residual clutter is still present in the output
signal due to the presence of high sidelobes in the pulse response. In particular, a
residual clutter contribution at about 40 Hz is still visible after D3-STAP filtering,
which is not present if the RD3-STAP filter is applied.
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Observing Figure 2.9, one can see that the residual clutter contribution in the
D3-STAP output signal spectrum is due to the presence of a high sidelobe in the
corresponding pulse response located at the same Doppler frequency. This does not
occur if the RD3-STAP filter is applied, due to the low sidelobes shape of the pulse
response. This property directly originates from the solution of the convex mini-
mization problem in (2.15) (see [13] for more details). In the second sub-plot of
Figure 2.9, the Doppler cut of the strong target range gate is reported after the
application of the adjacent-bin post-Doppler STAP filter. Please note that the out-
put signals obtained after D3-STAP filtering are not normalized to the interference
power, thus leading to a different scaling of the y axis with respect to the stochastic
STAP filter output, and hence requiring the use of two different sub-plots for proper
comparison. The normalization to the interference power has not been performed in
order to show the unit gain of the two D3-STAP filters at the nominal target Dop-
pler frequency. As mentioned before, the stochastic STAP filter is made adaptive
by estimating the interference covariance matrix of the target range gate using
secondary data taken from range gates close to the CUT. Due to the vicinity of the
two targets, the secondary data corresponding to one target range gate include also
the range gate of the other target, thus determining inter-target nulling. This effect
is only partly visible when the strong target range gate is considered. In fact, the
presence of the weak target in the secondary data has only a limited effect on the
strong target detection. In contrast, the inter-target nulling is much more evident
when the weak target range gate is considered. In this latter case, the presence of
the strong target polarizes the statistics of the secondary data, making them similar
to the range gate under test and making the weak target detection more difficult (if
not even impossible).

This effect is shown in the range-Doppler map after stochastic STAP filtering
reported in Figure 2.10, where the output power has been normalized to the aver-
age interference power. As is apparent, the strong target is clearly detectable, with
an estimated signal-to-interference-plus-noise ratio (SINR) of about 15 dB. On the
other hand, the weak target is completely nulled by the presence of the strong
target in the corresponding secondary data. It is clear that an inter-target nulling
effect is intrinsically impossible when D3-STAP or RD3-STAP filtering is applied.
As a consequence, we expect it to be able to detect the weak target. To verify this,
the previous analysis has been repeated extracting the weak target range gate from
the PAMIR data cube. The corresponding Doppler main cut of the input signal
spectrum is reported in the upper plot Figure 2.11. We can easily observe how the
target detection is now more challenging with respect to the strong target range
gate case.

In particular, the clutter is now mainly characterized by three different
contributions located at about �100, 30 and 120 Hz. In particular, the latter clutter
contribution is close to the target position. The first sub-plot in Figure 2.11 reports
also the output power spectra after the application of D3-STAP and RD3-STAP
filtering. As one can see, when the D3-STAP filter is applied, the sidelobe level is
unacceptable for reliable target detection, whereas a much better result is obtained
when the RD3-STAP filter is considered.
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The second sub-plot of Figure 2.11 reports, for comparison, the output power
spectrum after adjacent-bin post-Doppler STAP filtering normalized to interference
power level. As is apparent, the weak target is completely cancelled due to the
inter-target nulling effect.

2.5 Applications of RD3-STAP

2.5.1 RD3-STAP filter in the SAR-GMTI case
In this subsection, RD3-STAP is extended to the case where GMTI capabilities are
required together with SAR. We expect RD3-STAP to be an effective tool for
space–time adaptive interference cancellation in this case, the clutter characteristics
here being far from homogeneous from range gate to range gate. In addition, the
RD3-STAP can be integrated with a bank of focusing filters matched to different
possible target parameter configurations in order to provide also target imaging
capabilities, thus fully exploiting the high resolution characteristics of SAR. It is
worth noticing that the idea of joint combination of STAP and imaging has already
been investigated in recent works such as [22,23], and references therein. With
respect to these contributions, which reside on conventional stochastic STAP, the
approach here proposed exploits RD3-STAP, thus enabling single snapshot clutter
suppression.

2.5.1.1 Signal model
The signal model already introduced in (2.1) has to be slightly adapted to account
for peculiarities of the SAR case. In particular, a side-looking ULA is considered,
moving at a constant speed V in a rectilinear path. For a large number of coherently
integrated pulses M , as it is usually the case for SAR systems, the received space–
time samples can be conveniently processed in the Doppler domain, that is after
temporal fast Fourier transform (FFT). This operation guarantees a decoupling of
the different spectral components of the clutter [24], thus making possible a fac-
torization of the overall space–time cancellation problem in independent spatial
only cancellation sub-problems [25] without losing clutter cancellation capability.
The signal model in (2.1) expressed after Doppler FFT can be written as follows:

Xm;n ¼ smðVat;VrÞ � as;m � exp j knd sin qsðmÞ½ 	

þ smð0; 0Þ �
XK�1

i¼1

ai;m � exp j knd sin qiðmÞ½ 	 þ Rm;n
(2.27)

where m ¼ 1; . . . ;M now indicates the Doppler bin index, k ¼ 2p=l indicates the
wavenumber, and as;m is the unknown moving target complex amplitude including
also the sub-array receiving gain gðmÞ, ai;m is the complex amplitude of the ith
interfering signal present in the mth Doppler bin and Rm;n is the thermal noise
component assumed to be uncorrelated among channels and Doppler bins and
complex normal distributed with zero mean and unit variance (this term is just the
Doppler counterpart of rm;n in (2.1)). qsðmÞ and qiðmÞ describe the varying DOA
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over Doppler of the target and of the ith clutter patch, respectively. K � 1 is the
number of interfering signals.

The peculiarity of the SAR case resides in the terms sm which express, both for
the target and for the clutter contribution, the quadratic variation of the phase over
Doppler frequency. Specifically, we have:

smðVat;VrÞ ¼ exp j
pR0

2ðV � VatÞ fDðmÞ � 2Vr

l

� �2
" #

(2.28)

where Vat represents the target along track velocity component and Vr is the target
radial velocity. R0 is the target slant range at broadside.

While the terms sm account for inter-pulse phase variations, the inter-channel
phase differences can be expressed exploiting the variation of the DOA q over
Doppler frequency fD:

fD ¼ 2V sin q
l

(2.29)

In particular, for the clutter, (2.29) is inverted and qiðmÞ is expressed as follows:

qiðmÞ ¼ sin�1 lFD;mðiÞ
2V

� �
(2.30)

where FD;m is a ðK � 1Þ � 1 vector of equally spaced values ranging from
fDðmÞ � 2sD to fDðmÞ þ 2sD, where fDðmÞ represents the mth Doppler bin and sD is
the standard deviation of the clutter distribution over the angle/Doppler plane,
assumed to be Gaussian. Accordingly, ai;m can be expressed as follows:

ai;m ¼ a0;m � exp �ðFD;mðiÞ � fDðmÞÞ2

2s2
D

" #
(2.31)

where a0;m accounts for all other non-mentioned factors affecting clutter reflectivity
including the sub-array receiving gain gðmÞ. Concerning the target, (2.29) can be
inverted after adequately accounting for target motion parameters, leading to:

qsðmÞ ¼ sin�1 l
2ðV � VatÞ � fDðmÞ � 2Vr

l

� �� �
(2.32)

If qsðmÞ is known exactly, we can define the scalar complex variable zsðmÞ ¼
exp jkd sin qsðmÞ½ 	. FW cancellation quantities for the mth Doppler bin can then
written as follows:

Xm;n � zsðmÞ�1 � Xm;nþ1; n ¼ 1; . . . ;N � 1 (2.33)

and they can be arranged in an interference-only matrix F2ðmÞ, from which the
D3-STAP filter for the mth Doppler bin an be derived following a derivation ana-
logous to the one already presented in Section 2.2.
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In its robust implementation (RD3-STAP for SAR [26]), the hypothesis of
exact knowledge of target parameters (qsðmÞ in our case) is removed as long as it is
possible to confine qsðmÞ to a bounded region of uncertainty. Indicating with cðmÞ
the Kn � 1 complex vector steered in the true direction qsðmÞ and with aðmÞ the
Kn � 1 complex vector steered in the nominal direction qðNÞ

s ðmÞ, the bounded region
of uncertainty can be expressed as follows:

cðmÞ ¼ aðmÞ þ eðmÞ; with keðmÞk � �m (2.34)

where eðmÞ is the norm bounded error vector. As a consequence, the RD3-STAP
problem for the mth Doppler bin is:

min
wðmÞ

kF2ðmÞH wðmÞk
subject to : jwðmÞH aðmÞj � � � kwðmÞk � 1

(2.35)

Once the RD3-STAP filter for the mth Doppler bin is obtained, the corresponding
spectral clutter free component yðmÞ can be derived as

yðmÞ ¼ wðmÞH � Xm;1Xm;2 . . .Xm;Kn

� �T
(2.36)

An important comment is in order. As already mentioned in [17], to ensure the
minimization problem in (2.35) to be convex, the weight vector wðmÞ undergoes a
phase rotation which locks its phase to the phase of aðmÞ, that is the phase of the
nominal target steering vector for the mth Doppler bin including the term
smðVat;VrÞ. This phase rotation does not affect the minimization of the cost func-
tion in (2.35) and also guarantees control over the phases of the different
RD3-STAP filters. This characteristic is extremely important if we aim at succes-
sively focusing the outputs yðmÞ. Specifically, note that locking the phase of wðmÞ
to the phase of aðmÞ automatically ensures that the application of the weight filter to
the data in (2.36) not only suppresses the interference, but also compensates the
moving target phase history over Doppler. As a consequence, the azimuth com-
pressed response from the moving target can simply be obtained by performing an
inverse FFT (IFFT) over yðmÞ.

2.5.1.2 Integration with the focusing step
The aforementioned RD3-STAP filter can be integrated with the SAR focusing
technique as sketched in Figure 2.12. Specifically, multi-channel SAR raw data are
first processed independently channel by channel in the range domain. Range
processing includes range compression, range cell migration correction, and
eventually range walk correction and secondary range compression. Subsequently,
an azimuth FFT is performed. Range compressed data in the Doppler domain
undergo the RD3-STAP filtering described in the previous paragraph, which sup-
presses the interference and also corrects for Doppler phase history. Finally, an
inverse azimuth FFT is performed leading to a clutter free focused response of the
moving target. The entire processing has to be parallelized for all possible target
motion parameters Vat and Vr, since both the focusing and the clutter cancellation
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steps highly depend on the target state. The result is then a bank of filters that both
suppress the interference and focus the moving target. The expected output signal
to interference plus noise ratio is high since not only the interference is suppressed,
but also the target energy is maximized by proper azimuth processing [22,23].

2.5.1.3 Case study analysis
The effectiveness of the proposed technique is tested against a simulated dataset,
whose main parameters are reported in Table 2.3. Please note that having N ¼ 5
receiving channels, only up to K � 1 ¼ 2 interferences can be simultaneously
suppressed for each Doppler bin. The main aim of this analysis is to verify
the effectiveness of the clutter cancellation Doppler bin per Doppler bin, and
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Figure 2.12 Block diagram of the integrated technique. � 2012 IEEE. After [26]

Table 2.3 Case study parameters

Parameter Value

Carrier frequency X-band
Sub-array distance (d) 0.26 m
Number of sub-arrays (N ) 5
Number of pulses (M) 450
Platform velocity (V ) 100 m/s
Random target amplitude (aS;m) 5 � expð jp=5Þ � gðmÞ
Target along-track velocity (Vat) 0 m/s
Target radial velocity (Vrad) 3 m/s
Random clutter amplitude (a0;m) 36 � expð jp=3Þ � gðmÞ
Clutter dispersion (sD) 1
Thermal noise (rm;n) AWGN, zero mean, unit variance
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consequently to verify the target imaging capability. With reference to the block
diagram in Figure 2.12, for simplicity, the entire processing is matched to the exact
target velocity parameters.

Clutter cancellation

To verify the clutter cancellation capability, two different investigations have been
conducted.

In the first analysis, we aimed at comparing the clutter cancellation capability
of RD3-STAP in comparison with conventional stochastic STAP, for the case study
scenario depicted in Table 2.3. In particular, as conventional stochastic STAP, the
single bin post-Doppler technique has been considered because, as the RD3-STAP
technique here presented, it allows a partitioning of the overall STAP problem.
Comparison has been conducted in terms of output SINR over normalized target
Doppler frequency, and results are reported in Figure 2.13. Both for conventional
stochastic STAP and for RD3-STAP, the SINR is measured as the ratio between the
adapted patterns (in power) in the target and in the interference directions.
Obviously, for the conventional stochastic STAP, this requires the definition of the
corresponding covariance matrix, while for the RD3-STAP, the simple imple-
mentation of (2.1) is required. Concerning RD3-STAP, the region of uncertainty is
set to one-fifth of the antenna beamwidth, which is a reasonable value in target
tracking or confirmation cases. Performance of conventional stochastic STAP filter
is evaluated under the clairvoyant hypothesis of known covariance matrix, and for
the more realistic case of a very limited sample support for interference covariance
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matrix estimation. In particular, only five homogeneous range gates have been
used, and diagonal loading has been applied to robustify matrix estimation. As is
apparent, conventional STAP is theoretically able to outperform RD3-STAP, but
only if a fine estimation of the interference is conducted, otherwise adaptivity
losses have to be accepted. Please note that the scenario here considered is actually
favourable for conventional STAP (over RD3-STAP), since a sample support
(although small) is still available. By further reducing such sample support,
additional instabilities are expected up to the situation where covariance matrix
estimation is not possible anymore. Concerning the achievable performance of
RD3-STAP, the following considerations are in order. The width of the clutter filter
notch is directly introduced by the robustness constraint in (2.15) which preserves
target self-nulling in case of target parameter mismatch. Apart from this, consistent
degradations are also experienced nearby the central blind zone. These degrada-
tions simply represent the limit of a single snapshot clutter cancellation. In other
words, they have to be accepted if no covariance matrix can be estimated due to
extremely fast varying interference characteristics. Alternatively, a double canceller
RD3-STAP approach such as the one in (2.25) can be exploited.

The second analysis, aimed at evaluating the behaviour of RD3-STAP in the
SAR case. To this end, following the procedure described in the preceding sections,
the weight vector wð fDÞ obtained by solving (2.15) has been evaluated for every
Doppler bin independently, for a region of uncertainty corresponding to the antenna
main beamwidth. After applying a FFT in the spatial domain, the RD3-STAP filter
transfer function is obtained, see Figure 2.14. For convenience the behaviours of
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qSð fDÞ (solid line) and of qið fDÞ (i ¼ 1; 2) (two adjacent dashed lines) are also
reported. As is apparent, the RD3-STAP filter maintains over Doppler a constant
unitary gain in the target direction, while strong depressions are always ensured to
adequately mitigate the interferences. Please note that the two green dashed lines in
Figure 2.14 represent the clutter ridge. While all interfering signals along this line
are constantly present at the same time, the target signal is moving along the red
solid line over slow-time. For this reason and due to the clutter Doppler decoupling,
if target parameters are known with some acceptable level of accuracy, the
RD3-STAP filter has to cope, Doppler bin per Doppler bin, only with the few
interferences associated with the corresponding target Doppler location.

In Figure 2.15, the output of the RD3-STAP filter is reported as a function of
the Doppler frequency, that is yð fDÞ. Specifically, the first sub-plot reports the
amplitude of yð fDÞ, while the phase is shown in the second sub-plot. As one can
see, the amplitude of yð fDÞ nicely replicates the behaviour of the antenna pattern over
Doppler or equivalently of aSð fDÞ (superimposed markers), while the linear phase
of yð fDÞ clearly shows that the phase locking of wð fDÞ to að fDÞ automatically
compensates the moving target phase history. Finally, also note the smooth beha-
viour of the RD3-STAP filter transfer function in the surroundings of the target
position in Figure 2.14. Such smooth behaviour is the peculiar characteristic of the
robust implementation of the D3-STAP filter. In fact, it allows proper reconstruc-
tion of the behaviour of aSð fDÞ even in presence of mismatch between the nominal
and the true target DOA (here not considered). Even in normal STAP applications
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[e.g. with short coherent processing intervals (CPIs)], this is an important feature
since it allows to prevent target self-nulling effects (see [13]), but in the SAR case,
it becomes an extremely important feature since a trusty reconstruction of aSðfDÞ is
necessary to avoid distortions in the following imaging step.

Moving target imaging

Following the previous considerations, the imaging of the moving targets after the
application of the RD3-STAP filters in the Doppler domain simply requires an
IFFT. The obtained pulse response, for the sample case study under analysis, is
reported in Figure 2.16. The remaining noise level is well below the values here
shown (compare also markers and solid line in the upper sub-plot of Figure 2.15),
so that the behaviour looks noise free but it is not. The obtained azimuth resolution
is about 46 cm, which agrees with the target Doppler bandwidth shown in
Figure 2.15. The sidelobe level is also increased with respect to the conventional
13 dB of a sinc function due to the azimuth antenna taper.

2.5.1.4 High signal bandwidth
Up to now, we have proposed RD3-STAP as an MTI solution for SAR, but we have
not yet considered the effects of a high signal bandwidth on the formulation of our
RD3-STAP problem. If the bandwidth of the transmitted signal (i.e. chirp) is
high, the narrowband assumption does not hold meaning that the wavenumber k
in (2.27) is no longer constant. This might require a partition of the signal
bandwidth in multiple sub-apertures prior to range compression, so that the
narrowband assumption holds for each sub-aperture independently. Subsequently,
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the RD3-STAP problem, as described in the preceding paragraph, can be applied to
each sub-aperture. This might lead to slight modifications of the diagram sketched
in Figure 2.12.

2.5.2 Target DOA estimation with RD3-STAP
In this section, the RD3-STAP filter is applied to the space-only case (thus
becoming a RD3 adaptive beam forming, RD3-ABF, filter) to retrieve an accurate
estimation of the actual target DOA based on a closed form formula, see [27]. Such
target DOA estimates may serve in tracking scenarios to keep updated the target
parameters’ knowledge in successive CPIs. It is worth noticing that an approach to
refine the target parameters’ estimates for D3-STAP filtering based on the varia-
tions of the scalar quantities zs and zt in (2.3) can be found in [28].

As already mentioned in the previous sections and restricting the analysis to
the space-only case, RD3-ABF designs a Kn � 1 adapted weight vector starting
from the N � 1 received signal vector expressed in (2.1). Thus, cancellation of the
interference components can be obtained by vector multiplication between wH and
a truncated version of the received signal:

yA ¼ wH xðKnÞ
A (2.37)

where xðKnÞ
A ¼ x1 � � � xKn½ 	y is a Kn � 1 vector containing only the first Kn elements

of (2.1), and where † indicates the transpose operator. Analogously, one can apply
the same-weight vector wH to the last Kn elements of (2.1), obtaining a different
cancellation of the interference:

yB ¼ wH xðKnÞ
B (2.38)

being xðKnÞ
B ¼ xKn � � � xN½ 	y. The situation is depicted in Figure 2.17, for the sample

case of Kn ¼ 3, N ¼ 5. Recalling (2.15), the two quantities yA and yB contain only a
target signal component with the same amplitude (the same weight vector has been
applied to xA and xB), but with a different phase which is directly related to the true
target DOA qT

s . In other words, if the RD3-ABF interference cancellation is
effective, yA and yB contain two different spatial samples of the target signal only
that can be exploited to retrieve a refined estimate of qT

s using an approach similar
to phase monopulse.

To this end, making explicit the target component in (2.37) and (2.38), yA and
yB can be rewritten as follows:

yA ¼ as �
XKn

n¼1

w

n exp j knd sin qT

s

� �þ dA

yB ¼ as �
XKn

n¼1

w

n exp j kðn þ Kn � 1Þd sin qT

s

� �þ dB

(2.39)

where dA and dB indicate the residual interference terms after application of the
RD3-ABF filter over xA and xB, respectively. We can now define an equivalent
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beam obtained by subtracting yA and yB after phase shifting of qs : DðqsÞ¼: yA�
exp j�qs	 � yB½ , where:

�qs ¼ �kðKn � 1Þd sin qs (2.40)

By simple algebraic manipulations and defining hðqsÞ as:

hðqsÞ ¼: DðqsÞ
yA

¼ 1 � exp jkðKn � 1Þd � ðsin qT
s � sin qsÞ

� �	 

þ 1

yA
� exp �jkðKn � 1Þd sin qs½ 	

� dA � exp jkðKn � 1Þd sin qT
s

� �� dB

� �
(2.41)

a RD3-ABF based DOA estimator can be derived by searching for the qs which
nulls the absolute value of hðqsÞ, that is:

hðqsÞj jqs¼q̂s;RD3�ABF
¼ 0 (2.42)

Initial estimate
of θs

T

w2*
w1*

w3*

X1 X2

yA yB

X3 X4 X5

DOA
estimation

Refined
estimate of θsT

RD3-ABF

Figure 2.17 DOA estimation block diagram
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The term in braces in (2.41) is equal to zero for qs ¼ qT
s . The remaining con-

tribution to hðqsÞ in (2.41), which is due to the residual interference terms dA and
dB, is responsible for target DOA estimation errors. However, the effect of this
error contribution is expected to be limited due to the presence of yA in the
denominator. (2.42) can be solved in closed form by imposing that
Re hðqsÞ½ 	 ¼ Im hðqsÞ	 ¼ 0½ . After some tedious algebraic derivations one gets:

sin �qs ¼ y2
Ar þ y2

Ai

yAiyBi þ yAryBrð Þ2= yAiyBr � yAryBið Þ
 �

� yAryBi þ yAiyBr

(2.43)

where yA ¼ yAr þ jyAi and yB ¼ yBr þ jyBi. By simple inversion of (2.40), the
closed expression of the RD3-ABF based DOA estimate can be retrieved. Note that
such a target DOA estimation approach could also be applied to the conventional
D3-ABF method (w derived from (2.9)), by solving (2.42) varying qN

s . This would
however require an increased computational load, since (2.9) should have to be
solved for each different qN

s in order to overcome the target self-nulling effect.

2.5.2.1 Comparison with MLE
In order to test the effectiveness of the RD3-ABF based estimator in (2.42), a
comparison has been conducted with respect to achievable performances of a
maximum likelihood estimator (MLE). Specifically, the MLE has been evaluated
exploiting all N available spatial DOFs and under the assumption of known inter-
ference plus noise covariance matrix (clairvoyant hypothesis):

q̂s;MLE ¼ argmax
qs

sðqsÞH Q�1x
�� ��2
sðqsÞH Q�1sðqsÞ

�����
�����

( )
(2.44)

where sðqsÞ is a N � 1 DOA vector steered at qs, x ¼ x1 � � � xN½ 	y and Q is the
N � N interference plus noise covariance matrix. It is worth noticing that the
considered MLE is a target DOA estimation approach belonging to the class of
stochastic STAP, since it requires the knowledge of the second order statistics of
the interference (i.e. of the disturbance covariance matrix). As a consequence, in
practical situations it will suffer all aforementioned drawbacks concerning potential
lack of secondary data for covariance matrix estimation. Nevertheless, in the
simulated case study here considered, clairvoyant MLE represents the best possible
target DOA estimation one can get using stochastic STAP approaches, thus making
it a valid benchmark for the RD3-ABF based estimator. Comparison has been
conducted by Monte-Carlo simulation with 1,000 trials for the case study of
Table 2.4 varying the input SINR on the single sub-array, measured as:

SINRinput ¼ jaj2XK�1

i¼1

jaij2 þ NSA

(2.45)
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Target DOA estimation errors expressed in terms of error root mean square
normalized to the antenna beamwidth are shown in Figure 2.18 for both RD3-ABF
and MLE approaches. As is apparent, target DOA estimation accuracy of one tenth
of the antenna beamwidth can be achieved even in presence of strong interference
signals impinging on the antenna array. The estimation accuracy of RD3-ABF
based monopulse is only slightly worse than MLE. Such a performance degradation
can be thought as the price to be paid for a single snapshot target DOA estimation.

Table 2.4 Case study parameters

Parameter Value

Wavelength (l) 0.03 m
Sub-array distance (d) 0.26 m
Number of sub-arrays (N ) 5
Elements per sub-array (NSA) 16
Nominal target DOA (qN

s ) 0 rad
True target DOA (qT

s ) qN
s � q3 dB=2

Random target amplitude (a) 5 � ejp=5

Interference DOA (q1) 0.03 rad
Random interference amplitude (a1) 36 � ejp=3

Thermal noise (rn) NCð0;NSAÞ
DOA region of uncertainty (�) Within main beam
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2.6 Conclusions

In this chapter, the robust implementation of the D3-STAP (viz. RD3-STAP) fil-
tering has been described. This approach solves the main drawback of D3-STAP in
its classical derivation, which is the need for exact knowledge of target parameters.
This limit is overcome by replacing the look direction constraint with a more
general constraint over the region of uncertainty of target parameters’ knowledge.
As a consequence, RD3-STAP is reformulated as a convex optimization problem,
leading to a filter design that minimizes the output interference power. The for-
mulation of RD3-STAP is provided for the general space–time case and it can be
applied to FW, BK and FB implementations of D3-STAP. The application of DRTs
to allow application even with limited number of DOFs is also shown. RD3-STAP
exhibits nice properties for the adapted weight pattern both in terms of robustness
to the target self-nulling effect and in terms of low sidelobes. The effectiveness of
the proposed approach is tested against simulated and real data. Applications of
RD3-STAP filtering to the SAR case and to target DOA estimation problems are
also presented.

2.7 Glossary

The following list includes the acronyms used in this chapter:

BK backward

CPI coherent processing interval

CUT cell under test

DOA direction of arrival

DOF degrees of freedom

DRT dimension reducing transformations

D3-STAP direct data domain space–time adaptive processing

FB forward–backward

FFT fast Fourier transform

FW forward

IFFT inverse fast Fourier transform

KCM known covariance matrix

MLE maximum likelihood estimator

MTI moving target indication

PRF pulse repetition frequency

RD3-ABF robust direct data domain adaptive beam forming

RD3-STAP robust direct data domain space–time adaptive processing

RMB Reed Mallett Brennan

RMS root mean square
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SAR synthetic aperture radar

SINR signal-to-interference-plus-noise ratio

STAP space–time adaptive processing

ULA uniform linear array

References

[1] Klemm, R.: Principles of Space-Time Adaptive Processing, IET, 2006, 3rd
Edition, London, UK.

[2] Ward, J.: Space-Time Adaptive Processing for Airborne Radar, MIT Lincoln
Laboratory, 1994, Lexington, MA, USA.

[3] Melvin, W.L.: ‘A STAP overview’, IEEE Aerospace and Electronic Systems
Magazine, 2004, 19, 1, pp. 19–35.

[4] Sarkar, T.K., Wang, H., Park, S., et al.: ‘A deterministic least-squares
approach to space-time adaptive processing (STAP)’, IEEE Transactions on
Antennas and Propagation, 2001, 49, 1, pp. 91–103.

[5] Aboutanios, E. and Mulgrew, B.: ‘A STAP algorithm for radar target
detection in heterogeneous environments’, 2005 IEEE/SP 13th Workshop on
Statistical Signal Processing, Jul 2005, pp. 966–971.

[6] Aboutanios, E. and Mulgrew, B.: ‘Evaluation of the single and two data set
STAP detection algorithms using measured data’, IEEE International
Geoscience and Remote Sensing Symposium, Jul 2007, pp. 494–498.

[7] Degurse, J.-F., Savy, L., Perenon, R. and Marcos, S.: ‘An extended
formulation of the Maximum Likelihood Estimation algorithm. Application
to space-time adaptive processing’, Proceedings International Radar Sym-
posium (IRS), Sep 2011, pp. 763–768.

[8] Degurse, J.-F., Savy, L. and Marcos, S.: ‘Single dataset methods and
deterministic-aided STAP for heterogeneous environments’, International
Radar Conference, Oct 2014, pp. 1–6.

[9] Reed, I.S., Mallett, J.D. and Brennan, L.E.: ‘Rapid convergence rate in
adaptive arrays’, IEEE Transactions on Aerospace and Electronic Systems,
1974, AES-10, Nov (6), pp. 853–863.

[10] Griesbach, J.D., Krich, S., Pulsone, N. and Rader, C.: ‘Power variable
training STAP’, Adaptive Sensor Array Processing Workshop, Mar 2004,
MIT Lincoln Laboratory, Lexington, MA, USA.

[11] Klemm, R.: Applications of Space-Time Adaptive Processing, IEE, 2004,
London, UK.

[12] Park, S., Sarkar, T.K. and Schneible, R.A.: ‘Prevention of signal cancellation
in an adaptive nulling problem’, IEEE National Radar Conference, May
1997, pp. 191–195.

[13] Cristallini, D. and Bürger, W.: ‘A robust direct data domain approach
for STAP’, IEEE Transactions on Signal Processing, 2012, 60, 3,
pp. 1283–1294.

132 Novel radar techniques and applications – volume 1



[14] Gaoxiang, X. and Cai, Z.: ‘A sidelobe-constraint direct data domain least
square algorithm’, 2nd International Congress on Image and Signal
Processing (CISP 2009), Oct 2009, pp. 1–4.

[15] Boyd, S. and Vandenberghe, L.: Convex Optimization, Cambridge
University Press, 2004, UK.

[16] Li, J., Stoica, P. and Wang, Z.: ‘On robust Capon beamforming and
diagonal loading’, IEEE Transactions on Signal Processing, 2003, 51, 7,
pp. 1702–1715.

[17] Vorobyov, S.A., Gershman, A.B. and Luo, Z.Q.: ‘Robust adaptive beam-
forming using worst-case performance optimization: a solution to the signal
mismatch problem’, IEEE Transactions on Signal Processing, 2003, 51, 2,
pp. 313–324.

[18] Grant, M. and Boyd, S.: ‘CVX: Matlab software for disciplined convex
programming, version 2.1’, http://cvxr.com/cvx, Mar 2014.

[19] Grant, M. and Boyd, S.: ‘Graph implementations for nonsmooth convex
programs’, Recent Advances in Learning and Control, Springer-Verlag Lim-
ited, 2008, Lecture Notes in Control and Information Sciences, pp. 95–110.

[20] Klemm, R. and Cristallini, D.: ‘STAP techniques for real-time processing in
heterogeneous clutter’, Proceedings of 10th European Conference on Syn-
thetic Aperture Radar, EUSAR 2014, Jun 2014, pp. 1–4.

[21] Brenner, A.R. and Ender, J.H.G.: ‘Demonstration of advanced reconnais-
sance techniques with the airborne SAR/GMTI sensor PAMIR’, IEE Pro-
ceedings Radar, Sonar and Navigation, 2006, 153, Apr (2), pp. 152–162.

[22] Cerutti-Maori, D., Sikaneta, I. and Gierull, C.H.: ‘Optimum SAR/GMTI
processing and its application to the radar satellite RADARSAT-2 for traffic
monitoring’, IEEE Transactions on Geoscience and Remote Sensing, 2012,
50, 10, pp. 3868–3881.

[23] Cristallini, D., Pastina, D., Colone, F. and Lombardo, P.: ‘Efficient detection
and imaging of moving targets in SAR images based on chirp scaling’,
IEEE Transactions on Geoscience and Remote Sensing, 2013, 51, 4,
pp. 2403–2416.

[24] Wu, W.: ‘Fourier transforms of stationary processes’, Proceedings of the
American Mathematical Society, 2005, 133, 1, pp. 285–293.

[25] Ender, J.H.G.: ‘Space-time processing for multichannel synthetic aperture
radar’, Electronics Communication Engineering Journal, 1999, 11, Feb (1),
pp. 29–38.

[26] Cristallini, D.: ‘Exploiting robust direct data domain STAP for GMTI in
very high resolution SAR’, IEEE Radar Conference (RADAR), May 2012,
pp. 0348–0353.

[27] Cristallini, D.: ‘Target DOA estimation based on robust deterministic
STAP’, Proceedings of 9th European Conference on Synthetic Aperture
Radar, EUSAR 2012, Apr 2012, pp. 271–274.

[28] Choi, W. and Sarkar, T.K.: ‘Minimum norm property for the sum of the
adaptive weights for a direct data domain least squares algorithm’, IEEE
Transactions on Antennas and Propagation, 2006, 54, 3, pp. 1045–1050.

Robust direct data domain processing for MTI 133



This page intentionally left blank 



Chapter 3

Array radar resource management

Alexander Charlish* and Fotios Katsilieris*

Abstract

The operation of an electronically steered array (ESA) antenna is highly flexible
in that a range of control parameters can be reconfigured nearly instantaneously.
Consequently, an ESA is capable of executing numerous tasks supporting mul-
tiple functions, multiplexed in time and angle. However, this flexibility creates a
challenging operation and resources management problem, in that a new radar
dwell complete with beam direction and transmit waveform must be chosen
within the time taken to execute the previous radar dwell. As controlling the
operation of an ESA is beyond the capability of a human operator, automated
management techniques are required, which are emerging as key performance
factors for the next generation of multifunction radar systems. This chapter gives
an overview of automated techniques for managing the operation and resources
of an ESA.

3.1 Management architecture

Primarily, the radar must decide on a beam position and waveform for the next
dwell while the previous dwell is being executed. However, as radar management
techniques become more sophisticated, this decision may be a complex process
whose computation takes longer than the duration of the previous dwell. Therefore,
radar resource management architectures are typically hierarchical, such that the
management processes are split over multiple levels, which each have differing
management decision epoch time scales.

Many examples of radar resource management architectures can be found
in the literature [1–5]; these architectures are comprised of similar components
but with slight variations. Based on various approaches, the key components of
a radar resource manager can be identified and are illustrated in the simplified
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architecture in Figure 3.1. The core radar management components are as
follows:

Priority assignment: The priority assignment module assigns a priority value
to each radar task, which represents the task’s entitlement to antenna usage
relative to other tasks. Priorities can be defined by the operator based on the
operational context and needs, or automatically for certain tasks, such as
weapon guidance.

Task management: The task manager is responsible for selecting control
parameters for each radar task based on its priority and other task-specific
requirements. Examples of control parameters include the next time to
execute a radar dwell and the corresponding transmit waveform to use. The
task manager issues job requests to the scheduler, based on the selected
control parameters for the task and its priority.

Scheduler: The scheduler is responsible for creating a timeline of jobs from
the multiple job requests. Time conflicts between the job requests can be
resolved using the task priority.

The architecture can be adapted to include an interface to other sensors or an
interface to an environment or knowledge database [5]. Each of these core resource
management modules is discussed in the following sections. In the following, a
radar function is defined as a specific sensing purpose or objective (e.g. tracking in

Transmitter

Scheduling

Task
management

Signal 
processing

Priority
assignment

Receiver

Radar functions

Environment

Operator

Management
branch

Assessment
branch

Figure 3.1 Core components for an electronically steered phased array antenna.
The management modules are priority assignment, task management
and scheduling
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general), a task is a single realization within a function (e.g. tracking a specific
target) and a job is a single usage of the antenna (e.g. a track beam at a specific time
instance).

3.2 Task management

The task management module is responsible for selecting control parameters for
each of the radar tasks and issuing job requests to the scheduler. Traditionally,
control parameters for radar tasks have been fixed at design time. However, the
flexibility of an ESA antenna in combination with modern computational proces-
sing capability enables the control parameters to be optimized in runtime, to give
the best system performance based on the current mission requirements, scenario
and environment.

This section discusses rules and heuristics for parameter optimization for the
core radar functions of search, confirmation and tracking. Optimization methods
for radar management, such as quality of service approaches or stochastic control
are described in Vol. II, Chapter 5 ‘Cognitive radar management’.

3.2.1 Search management
The search function can be configured by varying the desired search volume, the
search lattice, the beam separation, as well as the revisit interval time and transmit
waveform (and hence dwell duration) in each beam position. For search, the revisit
interval time is the time interval between dwells in the same beam position.

3.2.1.1 Search lattice and beam spacing
To search a specified angular area, it is necessary to decide where to position the
individual radar beams. Beams are positioned to cover the angular search area in
either a triangular or rectangular lattice with a specified separation between beam
centres, that is in units of the 3 dB beamwidth. Spacing beams by the 3 dB
beamwidth results in a non-uniform beam spacing in angle, due to the broadening
of the radar beamwidth with off-boresight scan angle that results from the loss of
effective antenna aperture area. Therefore, it is convenient to position beams
equally spaced in u � v space [6], which has the property that the beam pattern does
not vary with off-boresight scan angle. The u � v coordinates for a given direction
are as follows:

u ¼ sinðqÞ � cosðyÞ (3.1)

v ¼ sinðqÞ � sinðyÞ (3.2)

where q is the angle between the antenna boresight and the beam centre, and y is
the orientation of the beam direction, as illustrated in Figure 3.2(a). Beam positions
with a specific 3-dB separation can be found by projecting beams that are equally
spaced on the u � v plane, onto a hemisphere. This principle is illustrated in
Figure 3.2(b).
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The beams can be positioned in a rectangular or triangular lattice. A triangular
search lattice in u � v space is illustrated in Figure 3.3(a) for a static, non-rotating
array face used for a ground to air application. For the beam positions off the
antenna boresight, a loss in gain is encountered due to the loss of effective aperture
in the steering direction. To compensate for the loss of gain the dwell time, which is
the time spent in each beam position in one scan, can be increased as a function of
the off-boresight scan angle. This is illustrated in Figure 3.3(b) when the antenna
boresight is directed at u ¼ 0 and v ¼ 0.

If the separation between adjacent beams is increased, then less beams are
required to search the area and therefore more time can be spent in each beam
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Figure 3.2 Antenna (u � v) coordinate system (a) u � v coordinates relative to
antenna plane. The boresight of the antenna is in direction n.
(b) Projection of radar beams onto hemisphere
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position, which increases the single look probability of detection through integra-
tion. However, a large beam separation results in a low one-scan cumulative
detection probability at the points equidistant between adjacent beam centres. The
one-scan cumulative detection probability for a specified angle is the probability of
at least one detection at that angle in a scan of all beam positions in the lattice. This
is higher than the single look probability of detection at that angle from a single
beam position, due to multiple detection opportunities resulting from the overlap
between beams in the lattice.

If the beam separation is decreased, then more beams are required to search the
angular area. This reduces the time spent in each beam position and therefore also
reduces the single look probability of detection. However, decreasing the beam
spacing increases the overlap between beams in the lattice and therefore also
increases the one-scan cumulative detection probability between beams. Even-
tually, a gain is achieved, whereby the one-scan cumulative detection probability at
the equidistant points between beam centres is higher than the one-scan cumulative
detection probabilities at each beam centre. This effect is illustrated for a cluster of
beam positions in Figure 3.4 with beam spacing qs ¼ 0:85 beamwidths.

The trade-off in choosing the beam separation is illustrated in Figure 3.5,
where the one-scan cumulative detection range is plotted for varying beam
separations and target ranges. It can be seen that for targets at farther range, it is
better to use a wide separation between beams with longer dwells. This is because
at greater range, longer dwells are required to achieve a single look probability of
detection at the beam centre that is high enough to detect the target, whereas the
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one-scan cumulative detection probability drops significantly between the beams.
For closer range targets, shorter dwells can be used resulting in closely spaced
beams without significant drops in the cumulative detection probability in angle.
However, it can be seen that the maxima are all broad and a choice between 0.8 and
1.0 performs reasonably well for all target ranges. The trade-off has been widely
studied [7,8,9, Section 14.3], with similar conclusions of a very broad optimum
beam separation at approximately 0.8 times the 3 dB beamwidth. The difference
between a rectangular or triangular search lattice is not significant [10]; however, a
triangular lattice has the benefit that the difference between the maximum and
minimum one-scan cumulative detection probability in angle is smaller than for a
rectangular lattice.

3.2.1.2 Revisit interval time and dwell duration
Potentially, the revisit interval tr can be varied for each beam position in the search
during runtime. Assuming that the search loading ls ¼ td=tr allowed for a beam
position remains constant, then increasing the revisit interval also increases the
dwell length td in the beam position.

An objective for the search function is to maximize the multi-scan cumulative
detection range, which is the range at which the cumulative probability of at least
one detection of a specific target and trajectory over multiple scans exceeds a
specified value, such as 0.9 (denoted R90). The objective is then to select the revisit
interval and hence dwell length that maximizes the cumulative detection range.
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The cumulative detection probability Pc of at least one detection is:

PcðrÞ ¼ EDs 1 �
Y
n2N

1 � Ps r þ n þ Dsð Þtrvrð Þ½ �
( )

(3.3)

where PsðrÞ is the single look probability of detection for a target at range r, EDs

denotes the expectation with respect to Ds; vr is the radial velocity of the target,
N ¼ f0; . . .; bðrpu � rÞ=trvrcg is a set representing the number of looks until the
target reaches range r; and rpu is the target pop-up range. The offset Ds 2 0; 1½ � is a
uniformly distributed random variable that represents the possibility of the target
arrival at any time during a revisit interval. In the following, the range r and radial
velocity vr are normalized with respect to R0, which is the range at which a unity
signal-to-noise ratio (SNR) is achieved using a representative dwell length td .

The single look probability of detection depends on the target radar cross-
section fluctuation and the type of integration applied. For a Swerling 1 target and
coherent integration, the single look probability of detection is:

PsðrÞ ¼ P
1

1þSNRðrÞ

� �
FA (3.4)

where the expected SNR at range r can be calculated based on the radar range
equation. If a fixed temporal loading of ls is available for the beam position, then
the revisit interval also determines the dwell time. Assuming coherent integration
over the dwell, the SNR is subsequently:

SNRðrÞ ¼ Dr

Dre

� �
1
r

� �4

(3.5)

where Dre ¼ tdvr=ls is a representative closure range (which is the distance tra-
velled by the target in one scan normalized by the temporal loading) that specifies
the search problem. Once the cumulative detection probability as a function of
range is calculated, it is possible to find the cumulative detection range R90.

This model for the cumulative detection probability results in a trade-off for
selecting the revisit interval and hence dwell duration. Reducing the revisit interval
time for the beam position increases the number of opportunities to detect the target
in a given time frame. These multiple opportunities to observe the target give a
‘sampling gain’ [7], whereby the 90% cumulative detection range is greater than
the 90% single look detection range. Conversely, increasing the revisit interval
time for each beam position allows for more time in each beam position, which
enables a gain through integration. Therefore, the trade-off when selecting the
revisit interval can be thought of as a balance between sampling gain and integra-
tion gain.

The trade-off in selecting the revisit interval is illustrated in Figure 3.6(a),
where the multi-scan cumulative detection range is plotted against the distance that
a target can close in one revisit interval time. In Figure 3.6(a), an inbound target
approaching from infinite range is considered. It can be seen that the maximum in
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the cumulative detection range depends on the value of Dre. For the considered
values of Dre, the maximums in the cumulative detection range occur when the
target closes 5%–10% of the instrumental range R0 in one revisit interval period.
For example, if Dre ¼ 0:05, the instrumental range is 150 km and the target has a
300 m/s radial velocity then the target should close 7.5% of R0 in one revisit
interval time. This corresponds to a revisit interval of 37.5 s.

The 37.5 s revisit interval found in the previous example is much larger than
commonly used. Shorter revisit intervals are commonly used, partly to accom-
modate targets that pop-up at closer range. In Figure 3.6(b), the cumulative
detection range is plotted for a target that pop-ups at 60% of the radar instrumental
range R0. For Dre ¼ 0:05, the ideal target closure range is now around 3% of the
instrumental range, which corresponds to a revisit interval of 15 s. The trade-off for
selecting the revisit interval has been studied many times [7,11,12], with similar
conclusions to those presented here.

Limits on the coherent processing interval
Long revisit intervals and hence long coherent processing intervals may not be
desirable due to range and Doppler cell migration. Range cell migration occurs
when the target travels through multiple range cells leading to a spread in the signal
energy. Consequently, to avoid additional processing that compensates for range
migration, the maximum coherent processing interval can be limited by the target
radial velocity and the range cell resolution, which is determined by the signal
bandwidth. The maximum coherent processing interval TCV for a constant velocity
target can be found by combining (2.7) and (2.8) from [13, Chapter 2]:

TCV <
c

2Bvr
(3.6)

where B is the signal bandwidth, c is the speed of the electromagnetic propagation
and vr is the target radial velocity. If the target is accelerating with acceleration a,
then the maximum coherent processing interval TACC is:

TACC ¼ vr � v2
r þ 2 � a � c=2B

� �
�a

(3.7)

The maximum coherent processing interval that prevents range cell migration is
illustrated in Figure 3.7(a) for a constant velocity target.

In addition to limiting the coherent processing interval to avoid range cell
migration, it should also be limited to avoid Doppler cell migration due to the target
acceleration. The maximum allowable coherent integration time TDOP to prevent
Doppler cell migration is:

TDOP <

ffiffiffiffiffi
l

2a

r
(3.8)

where l is the wavelength of the transmitted waveform. The maximum coherent pro-
cessing interval times due to Doppler cell migration are illustrated in Figure 3.7(b).
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Based on these models, it is possible to configure the search based on the range
resolution required by the application and then the dwell duration and revisit
interval to match the expected target motion. Consequently, it can be possible to
specify multiple search modes that are suited to different target types, such as a
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short-range search for manoeuvrable pop-up targets and a long-range search for
less manoeuvrable targets approaching from greater range. The parameters of the
search can be adapted online, to match the current requirements of the operator.

3.2.1.3 Pulse repetition frequency selection
The pulse repetition frequency (PRF) can be varied depending on the expected
target kinematic parameters. By definition a low PRF mode uses a PRF that is low
enough to give an unambiguous range measurement. Therefore, a low PRF for
search can be selected based on the maximum range of target or clutter returns of
interest Rmax:

PRF <
c

2 � Rmax
(3.9)

In contrast, a high PRF is defined as a PRF that is high enough to give an unam-
biguous velocity measurement. Therefore, a high PRF can be selected for search
based on the maximum radial velocity of interest Vmax:

PRF >
2 � Vmax

l
(3.10)

In addition to ambiguities in range and Doppler domains, the choice of the PRF
also results in blind zones in these domains. In the range domain, the blind zones
are caused by the fact that a monostatic radar cannot receive while it transmits. The
width and location of blind zones depend both on the PRF and the selected pulse
width (PW) and can be modelled according to:

rblind 2 n
c

2PRF
; n

c

2PRF
þ cPW

h i
; n ¼ 0; 1; 2. . . (3.11)

where rblind is the distance between the radar and a point in a blind zone.
In the Doppler domain, there exist blind zones due to filter notches used for

rejecting clutter. The centre of the filter notches depends on the selected PRF,
according to

dblind ¼ �n
l � PRF

2
; n ¼ 0; 1; 2. . . (3.12)

and the extent of the blindness in Doppler depends on the clutter notch width.
Based on these principles, high and low PRF sets can be selected considering the
required visibility for targets of interest.

Equations (3.9)–(3.12) demonstrate that there exists a trade-off between range
and Doppler ambiguities and detectability when selecting a high or low PRF. Due
to the large unambiguous range, low PRF provides a good ranging ability but poor
Doppler measurement ability due to frequent repetitions of clutter in the Doppler
domain. Conversely, due to the large unambiguous velocity, high PRF provides
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good Doppler measurement but poor range measurement due to frequent repetitions
of the clutter in the range domain. In order to balance these complementary
strengths and weaknesses, sets of medium PRFs can be selected. A medium PRF set
is a sequence of coherent bursts at different PRFs, thus enabling the ambiguities to
be resolved.

The need to transmit sets of differing PRFs necessitates methods for selecting
sets that give a good performance for targets of interest. Traditionally, PRF sets
were calculated at design time, but advances in computing have enabled online
adaptive PRF set selection based on geometry and look angle. PRF set selection can
be based on optimization criteria such as the average number of clear PRFs,
probability of target visibility or the size of the area that is clear on at least a
specified number of PRFs.

The selection of PRF sets is dependent on satisfying a number of constraints.
First, PRF selection cannot exceed the maximum duty ratio, based on the PW being
used. Second, the PRF set should be decodable for all possible combinations of
PRFs in the set that can generate a detection. Therefore, the lowest common mul-
tiple of possible pulse repetition interval (PRI) combinations should be greater than
the longest signal round trip time of interest. Likewise, the lowest common multiple
of possible PRF combinations should be greater than the greatest Doppler of
interest. Constraints on the PRF set are discussed extensively in [14, Chapter 9].

Generally, PRF set selection methods rely on simple rules; however, sophis-
ticated optimization can be applied, if it is possible to implement under the strict
real-time requirements. The following is a summary of common methods that are
discussed in detail in [14, Chapter 15]:

● Maximum visibility: PRF sets can be selected to minimize target blindness,
either using rules [14, Section 15.2] or more sophisticated optimization methods
such as neural networks [15].

● Major–minor method: Initially, three major PRFs are selected such that the
Doppler band of interest is sufficiently covered and the main lobe clutter is
staggered. Then two minor PRFs are selected for each major PRF to resolve
range-Doppler ambiguities.

● M out of N: An M of N set can be created starting from the maximum PRF
depending on the PW and duty ratio. Then PRFs are selected below the max-
imum at multiples of a PRF stagger value that depends on the bandwidth of the
mainlobe clutter notch.

● Exhaustive search: A fixed maximum and minimum PRI as well as a specified
PRI timing resolution results in a discrete number of possible PRIs that can be
included in the set. All combinations can be evaluated based on visibility cri-
teria. However, the number of combinations is typically large and therefore
exhaustive search is not suitable for online PRF set selection.

● Evolutionary algorithms: Evolutionary algorithms can be applied [16] to
reduce the search time in comparison to an exhaustive search. Evolutionary
algorithms have been shown to generate good PRF sets with reasonable com-
putational cost [17].
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3.2.1.4 Non-uniform search parameters
In the previous sections, it was assumed that search control parameters are
uniform over the entire surveillance region. However, it is common for a naval
or ground-based radar to define search sectors. Each sector can have varied
resource allocations or required performances, based on the sector’s threat level
[4]. Consequently, the revisit interval times and transmit waveforms can be
varied per sector. It is possible, but less common, to vary the revisit interval time
and transmit waveform in each beam position. This enables the distribution of
search energy in angle to be matched to information on the current environment
[18,19] or expected threatening trajectories [20]. Matching the search angular
energy distribution to the current scenario improves the efficiency of the search
resource allocation.

An alternative approach to scheduling search dwells is to apply a Bayesian
approach to maintain an ‘undetected target density’. This density describes where
undetected targets are expected to be located, given the previously executed search
dwells and a model of the expected target dynamics. Such an undetected target
density can be represented by particles [21] or as a grid [22,23]. The undetected
target density can be used as a basis for scheduling search dwells that maximize the
probability of detecting previously undetected targets [24].

3.2.2 Confirmation management
An ESA can execute a rapid ‘look-back’ confirmation dwell to determine whether a
search detection was due to the presence of a target or a random false alarm.
Scheduling confirmation dwells has the benefit of enabling rapid track acquisition,
as it is not necessary to wait for the next search dwell in order to confirm the
presence of a target.

Executing a rapid confirmation dwell has the additional benefit that the radar
cross section (RCS) between the initial search dwell and the confirm dwell is
correlated. Consequently, the probability of detection in the confirm dwell given
that a detection has occurred in the initial search dwell (in this context called
‘alert’) is significantly higher than the original search dwell detection probability
[25]. As the beam is directed to the angle of the previous alert, the beam positioning
losses can be reduced. In addition, the alert detection enables the detection space
for the confirmation to be reduced. Therefore, a lower detection threshold and
hence higher false alarm probability can be handled in each cell, which increases
the confirm probability of detection.

The waveform used in the confirmation dwell can be matched to the alert
generated by the original search dwell. For example, the confirm transmit energy
and hence dwell length can be varied based on the measured SNR in the original
alert. The desired SNR in the confirmation dwell would also be set higher than the
SNR in the alert, so that a good quality measurement is obtained to initialize a
track. The confirm waveform may also be more complex than the initial search
dwell, for example, when an ambiguous search mode is used then the confirm
waveform must be capable of resolving the radar ambiguity.
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The benefit of using alert-confirm is illustrated in Figure 3.8(a), which plots
the target confirmation probability against the normalized target range. In the
figure, the following target confirmation processes are compared:

● 2/2 Confirmation: Two detections from two search dwells are required to
confirm the target. Therefore, no alert-confirm is applied.

● Alert-confirm: An alert detection is followed by a confirmation dwell that is
identical to the original search dwell.

● Adaptive alert-confirm: An alert detection is followed by an adaptive con-
firmation dwell, which adapts the dwell length to give an expected 22 dB SNR
on the confirm dwell based on the original alert SNR. The length of the con-
firmation dwell is limited to a maximum of ten times the original search dwell.

Figure 3.8(a) shows that using alert-confirm increases the target confirmation
probability for a given range or increases the range at which targets are confirmed
with a specified probability.

The benefit associated with scheduling confirmation dwells comes with the
cost of increasing the time taken to perform the search. Based on the choice of
the search dwell probability of false alarm and the dwell length of the confirmation,
the expected time per search dwell Ts is [9, Section 14.3.1]:

Ts ¼ ta þ PFANbtc (3.13)

where Nb is the number of range-Doppler cells, ta is the search dwell time decided
upon by the search management, tc is the confirmation dwell time and PFA is the
probability of false alarm per range-Doppler cell in the search dwell. Here, the
number of detected and tracked targets is not taken into account because it is not
known a priori.

Figure 3.8(b) shows the increase in time taken to perform the search, for the
alert-confirm and adaptive alert-confirm strategies. When using the 2/2 con-
formation strategy, there is no increase in search time because there are no con-
firmation dwells. Alert-confirm increases the search time by a constant value
irrespective of range, which for these example parameters was 1%. As adaptive
alert-confirm adapts the confirmation dwell length, the increase in search time
depends on the target range. In this example, the confirm dwell length was limited
to a maximum increase of 10% of the original search dwell length.

This analysis assumes that the radar is operating in a noise-limited environ-
ment. Confirmation is not as effective in environments with time correlated clutter,
as the clutter time correlation prevents the immediate discrimination between
clutter and a target.

3.2.3 Track management
An ESA antenna can simultaneously track a large number of targets either using
measurements from the search function, which is known as track-while-scan/search
(TWS), or by scheduling dedicated radar dwells that are optimized to the target,
which is known as active tracking. The track manager must decide for each target
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whether to track using active tracking or TWS. If the target is actively tracked, the
track manager must also decide the revisit interval time as well as the transmit
waveform to use. For tracking, the revisit interval time is the time between mea-
surements of a target. When an active track update is executed, the radar beam is
directed towards the estimated position of the target in angle space. A beam posi-
tioning power loss occurs when the true target angle is offset from the estimated
target angle.

3.2.3.1 Active tracking
For actively tracked targets, adaptive tracking approaches can be used, which aim
to match the revisit interval time and hence the next measurement time based on the
target manoeuvres. In this way, when a target follows trajectories without sharp
changes in direction, track updates are less frequent than when a target changes
direction rapidly. Following such a strategy for adapting the track revisit interval
can allow for other tasks to obtain more radar time in benign scenarios while
making it harder for a target to induce a track loss by manoeuvring.

Rules/Heuristics
A simple approach to track management is to define a set of rules. For example, a
specified number of the highest priority targets can be maintained by active
tracking and the rest using TWS. An arbitrary revisit interval time can be chosen
for active tracking, or the revisit interval time can be varied based on the target
threat or priority. The number of pulses transmitted can be varied depending on the
target angle relative to the antenna boresight, to compensate for the loss in effective
aperture. Defining such a rule set is simple to implement and solutions can be
obtained in real time; however, as the rules are general and not well matched to the
specific target, the track updates are not adaptive and therefore wasteful of radar
resources.

Van Keuk and Blackman approach
The standard approach [26,27] for adaptive tracking is to select the revisit interval
time and hence the next measurement time for when the filter predicted estimation
error standard deviation in angle is equal to a specified fraction of the beamwidth,
as illustrated in Figure 3.9. This strategy minimizes the resource loading of the
track by balancing the trade-off between using short and long revisit interval times.
Short revisit intervals exert a high track load as the track dwells are highly frequent.
Long revisit intervals also exert a high track load as an increased number of track
reacquisitions are required. Track reacquisitions are required as a longer revisit
interval results in a degraded angular estimation error, which increases the beam
positioning loss and hence lowers the probability of detection.

A variety of studies [9, Section 14.4.1–2, 26,27] indicate that a broad optimum
for the minimum track loading occurs when the filter predicted estimation error
standard deviation in angle is around 0.15 of the 3 dB beamwidth. Van Keuk and
Blackman [26] studied this adaptive tracking approach and presented formulas
enabling the revisit interval time to be calculated, based on the relative track
accuracy in u � v space, which they called track sharpness.
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Van Keuk and Blackman [26] assume a Singer target motion model, whereby
the motion is driven by independent Gaussian Markov acceleration processes qi in
each spatial dimension with specified correlation time Q and standard deviation S.
Accordingly, the noise autocorrelation is given by:

RðtÞ ¼ E qiðtÞqjðt þ tÞ� � ¼ dijS2 exp
�t
Q

� �
(3.14)

where dij ¼ 1 for i ¼ j and 0 otherwise. Speed and position then follow by inte-
gration with respect to time. More on the Singer model, including the resulting
discrete time state transition matrix, can be found in standard texts [9,28]. In
addition, it is assumed that the multiple targets are well-separated point targets,
each occupying a single range-Doppler resolution cell. The power loss is modelled
by a Gaussian loss function that is matched to the antenna beamwidth. Coherent
integration followed by a square law detector is modelled, and the target amplitude
is assumed to fluctuate according to a Swerling 1 model.
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Based on these assumptions, the track revisit interval time tr which achieves a
specified track sharpness n0 can be calculated according to [26]:

tr ¼ 0:4
rs

ffiffiffiffi
Q

p

S

� �0:4
U2:4

1 þ 1=2ð ÞU2
(3.15)

where r is the target range. This is an approximation to the revisit interval time
when the tracking filter is in steady state, given the specified target parameters. The
variance reduction ratio U is the ratio of the track estimation error to the mea-
surement error s:

U ¼ qBn0

s
(3.16)

where qB is the antenna half beamwidth, i.e. half of the antenna 3 dB beamwidth.
The measurement noise standard deviation s is calculated assuming that

unbiased measurements of the angular position of a target are corrupted by additive
Gaussian noise that in high SNR has a standard deviation according to (8.29) in
[29, Section 8.2.4]:

s ¼ 2 � qB

km

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 � SNR

p (3.17)

where km is the slope of the normalized monopulse error curve, which is taken by
Van Keuk and Blackman as km ¼ ffiffiffi

2
p

. SNR is the SNR encountered in the range-
Doppler cell.

Due to a non-unity probability of detection, it may be necessary to have
numerous looks for the target on a single track update. Van Keuk and Blackman
describe a search strategy that minimizes the number of looks required at each
update. They present a formula for the expected number of looks, which is a
function of track sharpness.

Based on these formulas, the relative track loading for a target can be plotted
for varying choices of track sharpness parameter and received SNR, as illustrated in
Figure 3.10. It can be seen that the minimum track loading can be found by
selecting the probability of false alarm PFA, the track sharpness n0 and the desired
SNR without beam positioning loss, which is denoted SN0. Van Keuk and Black-
man recommend selecting the probability of false alarm between 10�4 and 10�5,
the track sharpness to n0 � 0:3qB and a coherent dwell length which achieves
SN0 � 16 dB.

The Van Keuk and Blackman formulas are a set of rules for selecting active
track control parameters with low computational complexity; however, the
approach is limited. The formulas only describe the asymptotic performance and
therefore it may take many measurements before the actual angular error achieves
the angular error predicted by the model. Moreover, the formulas are specific to the
use of a Singer target motion model. Finally, they enable the track to be maintained
with the minimum resource; however, they cannot be easily adapted for other cri-
teria, such as a Cartesian error requirement or operational requirements.
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Covariance analysis
Instead of using the Van Keuk and Blackman rules of thumb, the current track can
be predicted forwards in time to find when the track sharpness threshold is reached,
which gives the track revisit interval time [31]. This approach has the benefit that
the actual track at the current time is used, and it is therefore not based on the
asymptotic performance. In addition, this approach is more flexible, as it can be
applied with any target motion model or set of models.

Let xtk be the target state vector at time tk , commonly comprising position
and velocity in two or three dimensions, e.g. xtk ¼ ½xtk ; ytk ; x

0
tk
; y0tk �T. Then, the track

at time tk based on all the measurements up to time tk is comprised of the state
estimate xtk jtk ¼ ½x̂tk jtk ; ŷtk jtk ; x̂

0
tk jtk ; ŷ0tk jtk �T and the filter posterior error covariance

matrix Ptk jtk , which represents the uncertainty in the state estimate xtk jtk , e.g.:

Ptk jtk ¼
E xtk � x̂tk jtk

	 

xtk � x̂tk jtk
	 
� � � � � E xtk � x̂tk jtk

	 

y0tk � ŷ0tk jtk

� �h i
..
. . .

. ..
.

E y0tk � ŷ0tk jtk
� �

xtk � x̂tk jtk
	 
h i

� � � E y0tk � ŷ0tk jtk
� �

y0tk � ŷ0tk jtk
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(3.18)
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Figure 3.10 Relative tracking loading for varying choice of track sharpness
parameter and SNR. Image taken from [30]
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The error covariance matrix Ptk jtk can be predicted to time tk þ tr, using the
standard Kalman filter prediction equation:

Ptkþtr jtk ¼ FðtrÞPtk jtk FT ðtrÞ þ QðtrÞ (3.19)

where FðtrÞ and QðtrÞ are the target state transition and process noise covariance
matrices, respectively, for the revisit interval tr. The state transition matrix
describes the assumed change to the target state during the revisit interval tr and is
therefore derived based on an assumed motion model [9,28,32]. Deviations to the
assumed model are accounted for by assuming that the state transition also includes
a noise sequence that has an associated covariance QðtrÞ.

The predicted track at time tk þ tr can be converted into spherical coordinates
(angles, range and Doppler) to give the predicted error covariance Ptkþtr . Let sb

tkþtr
and se

tkþtr
be the filter predicted error standard deviation in bearing and elevation,

respectively. For a set of possible revisit intervals tr 2 Tr, for example
Tr ¼ 0:5; 1:0; 1:5; 2:0; 2:5; 3:0f gs, then the following procedure can be applied [31]:

1. Start with tr as the greatest revisit interval in Tr

2. Predict track covariance Ptkþtr jtk
3. Convert covariance into spherical coordinates and extract sb

tkþtr
and se

tkþtr
4. If either sb

tkþtr
or se

tkþtr
exceeds v0, then decrease tr, else use the current tr

By following this procedure, the largest revisit interval is found that does not
exceed the specified track sharpness. This procedure can easily be adapted to be
based upon alternative track criteria that may be more operationally relevant, such
as the Cartesian error. Other popular measures are also based on the covariance of
the track estimate, e.g. the trace of the covariance matrix, see the analysis in [33].

An important aspect of this adaptive tracking procedure is the use of inter-
acting multiple model (IMM) filtering [34]. IMM filtering maintains a number of
parallel filters each with a different motion model. Based on the observed mea-
surement innovations, the probability of each model being currently active can be
evaluated. The estimates and covariances for the all models are then mixed at each
time step. The use of multiple models ensures that the filter-predicted covariance is
consistent given varied target manoeuvres. When using IMM, the track revisit
interval selection procedure is the same; however, step 2 is based on IMM
prediction [34].

Benchmark problems
The benchmark problems [35,36] were a set of common scenarios, radar model and
performance assessment criteria, that enabled the comparative assessment of
adaptive tracking approaches.

As discussed above, adaptive tracking matches the revisit interval time to the
estimated manoeuvre state of the target under track. Consequently, the quality of
the estimator has a strong influence on the selection of the track control parameters
and the subsequent resource allocation. This was clearly demonstrated through the
numerous solutions [31,37,38] to the benchmark problems. It was shown that IMM
filters are crucial for adaptive tracking, as they ensure that the target dynamic
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model in the filter is matched to the current target manoeuvre. Consequently, the
revisit interval time decreases as the target manoeuvres and increases as the target
follows predictable motion. From the benchmark problems, the combination of
IMM and multiple hypothesis tracking [9, Section 14.8] emerged as the tracking
methodology that resulted in lowest radar loading for each target track [37,38].

3.2.3.2 Dwell length adaptation
In addition to the adaptive selection of the next measurement time, the transmit
energy and hence radar dwell time can also be matched to each target. The required
radar dwell time can be calculated based on a required received SNR, the target
range and the target RCS. In practice, the range and RCS are not known but can be
estimated from previous measurements. The range is estimated by the tracking
filter, and the RCS can be estimated using an alpha filter, a sliding window [39], or
by extending the track state vector [37].

As an example, consider a tracking mode that achieves a 16 dB SNR for a 1 m2

RCS target at 80 km using 128 pulses. If the RCS is not estimated, then this mode is
used for all active track updates, resulting in excessive SNR for targets that are
closer in range. For example, if the target is at 40 km then transmitting 128 pulses
results in an SNR of 28 dB. If an accurate RCS estimate is available, then it can be
known that just 8 pulses are necessary to achieve 16 dB SNR, resulting in a 93:75%
shorter dwell.

Zwaga and Boers [40–42] extend the adaptive tracking approach by mini-
mizing the track loading for a required track accuracy without the need to specify a
received SNR. This approach results in a lower transmit energy spent on the
maintenance of each track.

3.2.3.3 Waveform selection and adaptation
In addition to matching the revisit interval time and the dwell energy to the target, it
is also possible to match waveform parameters to the target, such as the intra-pulse
modulation and the PRF.

Methods for selecting or adapting the intra-pulse waveform modulation for
tracking differ from the search problem, as it is necessary to optimize track per-
formance and not the search performance. Consequently, waveforms with shorter
time-bandwidth products or traditionally ‘bad’ ambiguity properties may be pre-
ferred, when they fulfil the specific information need of the tracker. This approach
was first taken by Kershaw and Evans [43], where closed form solutions for
selecting waveforms that minimize the tracking mean squared error were presented,
and later extended to include clutter [44].

Waveform selection for tracking depends on the current knowledge of the
target state as well as the measurement accuracy of candidate waveforms. In a
tracker, the existing knowledge is described by the posterior probability density
function pðxk jZkÞ, where xk is the target state of interest (typically kinematic
states), and Zk is the set of measurements received up to and including time step k.
In addition, the measurement accuracy is modelled by a likelihood function
pðzk jxkÞ. Often, as with the Kalman filter and its variants, the posterior and
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likelihood probability density functions are assumed to be (or approximated as)
Gaussian, denoted pðxk jZkÞ � Nðxk ; x̂k ;PkjkÞ and pðzk jxkÞ � Nðzk ;Hkxk ;RkðqkÞÞ
respectively, where Hk is the measurement matrix that relates states to measure-
ments, and RkðqkÞ is the measurement error covariance when waveform qk is used.

The accuracy of the delay and Doppler measurement zk ¼ t; vf g can be
derived from the narrowband ambiguity function1:

fðt; vÞ ¼
ð1
�1

sqk t þ t
2

� �
s�qk

t � t
2

� �
exp �j2pvtð Þdt (3.20)

where t is the time delay, v is the Doppler shift, sqk is the complex envelope of
waveform qk and * denotes the complex conjugate.

The Fisher information matrix describes the information that the observations
zk carry on the state of interest xk . The Fisher information matrix is related to the
ambiguity function [45, Section 10.2]:

J ¼ c
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@t2
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3
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where c is a normalization constant, see [45, Section 10.2] or [43], t0 is the target
time delay and v0 is the target Doppler shift.

This Fisher information matrix determines the Cramér–Rao Lower Bound
(CRLB) on the estimation of t and v using the waveform with complex envelope
sqk . It can be argued that for measurements with high SNR, the CRLB can serve as
an approximation to the measurement error covariance RkðqkÞ.

Given a waveform library Q comprising multiple waveforms, the best wave-
form to schedule for the next time step can be based on track performance criteria.
As it is desired to minimize the error in the track state estimate, a logical choice is
to select a waveform that minimizes the trace or determinant of the expected error
covariance �Pkjk after a measurement has been generated with the candidate wave-
form at the next time step [46]:

q�k ¼ arg min
qk2Q

tr �PkjkðqkÞ
	 


(3.22)

This criterion is used for scheduling waveforms in [47,48], where it is shown
scheduling waveforms in this manner can significantly reduce tracking errors.

Waveforms can also be selected based on information theoretic criteria [49],
motivated by the assumption that the radar must maximize information production
in order to minimize the uncertainty in the surveillance picture. The mutual

1Equation (3.20) is denoted as ‘time-frequency autocorrelation function’ in [45, Sec. 10.1] but as
‘ambiguity function’ in [43,46].
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information between the expected measurement generated using a candidate
waveform and the target state can be used for waveform selection. The mutual
information Iðxk ; zkÞ, is the reduction in entropy of xk due to the expected mea-
surement zkðqkÞ generated using candidate waveform qk :

Iðxk ; zkðqkÞÞ ¼ H ðxkÞ � H ðxk jzkðqkÞÞ (3.23)

where Hð�Þ is the entropy of a random variable. Assuming that the target state is
represented by a Gaussian, as with a Kalman filter and its variants, the mutual
information is:

Iðxk ; zkðqkÞÞ ¼ 1
2

ln jI þ Pkjk�1HT
k R�1

k ðqkÞHk j
	 


(3.24)

where I is an identity matrix of proper dimensions. Consequently, waveform
selection can be performed based on mutual information according to:

q�k ¼ arg max
qk2Q

Iðxk ; zkðqkÞÞ½ � (3.25)

Alternative information theoretic criteria have also been proposed, such as the
alpha-divergence between the prior and posterior estimates [50] and the Kullback–
Leibler divergence, which is a single case of the alpha-divergence. In addition,
it has been shown that using the conditional entropy, mutual information or
Kullback–Leibler divergence for sensor management purposes has the same sensor
selection results, for more details see the discussion [51].

Information theoretic criteria are valuable for waveform selection as they act
as a surrogate function, in that regardless of higher level objectives, it is always
desirable to maximize the information content of the measurement with respect to
already acquired information in the tracker. However, care should be taken [52]
when using information theoretic criteria for radar management problems. The
assumption that the radar wants to maximize information may not always be valid,
or at least, the value of different information sources may vary significantly, as also
shown in [53].

Ideally, a waveform library should be small but well designed [54]. A small but
effective library is motivated due to the possible computation explosion of online
waveform design, especially when waveforms are scheduled non-myopically, that
is, considering possible waveform sequences extending over a time horizon into the
future. It has been shown that including non-linear frequency modulation (FM)
waveforms [46,55] or fractional Fourier transformed waveforms [47,54] in the
library can enhance tracking performance, especially in clutter.

In addition to selecting or adapting the intra-pulse modulation to optimize
tracking performance, the PRF can be selected based on the target. This can be
performed using a number of rules. First, a PRF should be selected such that
the target is not eclipsed or in a clutter notch, based on the estimated target kine-
matic parameters. Also, as track information is already available, active track
updates can be performed using an ambiguous PRF set, which reduces the total
number of PRFs used in the dwell [56–58].
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3.3 Priority assignment

The task management module makes requests to use the array antenna for specific
intervals of time. A priority is assigned to each task’s job requests, to reflect the fact
that different tasks have differing importance or differing sensitivity to scheduling
delays. When the radar scheduler is under-loaded priority has little influence;
however, when the radar scheduler is overloaded, the priority determines which
jobs are not executed by the radar. Existing approaches to priority assignment are
based on rule sets or alternatively using fuzzy logic.

3.3.1 Rule-based assignment
The simplest approach to priority assignment is to decide priority based on the
function to which the task/job belongs. This reflects the fact that some functions,
such as track maintenance, are more mission critical than other functions, such as
calibration. This approach also reflects the difference in the fluidity of the func-
tions’ time constraints. For example, plot confirmation, which requires a rapid
revisit for a correlated RCS, has stricter timing constraints than a search job, which
can cope with longer delays in job scheduling. Consequently, plot confirmation
would be given a higher priority than search. An example of such a function
priority list is shown in Table 3.1, which is taken from [59, page 93]. Many
examples of such function-based priority assignment can be found in the literature
[1,60–64].

Rules or heuristics can also be used to assign different priority to tasks/jobs
within the same function. A simple approach for assigning tracking priority is based
on the target ‘time to go’, which is the target range rate over the target range with
respect to an asset of interest. Targets with a low ‘time to go’ are assigned a higher
priority, as this implies a more threatening trajectory with respect to an asset of
interest. An example of priority assignment for search [61] performed by an air-
borne fighter aircraft is to give a higher priority to beam positions closer to the
antenna boresight. This reflects the fact that targets on the boresight are closing
quicker, due to the platform motion. For a ground-based radar, search priority can
be based on the possible most threatening trajectories [20].

Table 3.1 Example of function-based priority table, taken
from [59, page 93]

Priority Function

7 Track maintenance (Highest priority)
6 Plot confirmation
5 Track initiation
4 Track update
3 Surveillance
2 Slow track map/surface picture
1 Receiver calibration (Lowest priority)
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3.3.2 Fuzzy logic
Fuzzy logic methods [9, Chapter 12 and Section 15.5.6, 65, 66, 67, Chapter 5]
improve upon hard rules for priority assignment by allowing the priority to take
continuous values depending on a wide range of task assessment criteria. Fuzzy
values can be assigned to variables representing attributes of the surveillance sector
or target track. Fuzzy if-then rules can then be applied to determine the priority of the
target track or surveillance sector. The attributes considered in [68] are shown in
Tables 3.2 and 3.3. In Table 3.3, the higher order levels reflect the criteria that
influence each lower level. For example, whether or not a target is deemed hostile
depends on the target approach, which itself depends on the heading and range rate of
the target. The final priority is based on membership to the first level of attributes.

Table 3.2 Decision tree for search sector
priority assignment using fuzzy
logic, taken from [68]

First level

New targets rate
Number of threatening targets
Threatening targets rate
Original priority

Table 3.3 Decision tree for track priority assignment
using fuzzy logic, taken from [68]

First level Second level Third level

Track quality

Hostile Approach Heading

Range rate

Velocity

Target ID

Weapons system WS capabilities

Threat Target ID

Trajectory RR/R

Manoeuvre

Height

RR/V

Range

Position Range

Azimuth coherence
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Hard logic approaches and fixed priority approaches are less computationally
demanding than a fuzzy approach. However, the fixed approach allows for no
variations in different target or surveillance sector types, and a hard logic approach
has priority transitions, which tend to jump suddenly between values. The fuzzy
logic approach shows smooth transitions allowing greater variations in priority
[68]. This is a result of including all possible information into the priority decision-
making process. However, this approach is only worthwhile when the priority value
has an influence on the radar behaviour. Fuzzy logic approaches can also be applied
directly in the resource management process instead of just determining the priority
assignment. For example, task control parameters can be selected based on mem-
bership to fuzzy sets [9, Chapter 12 and Chapter 15].

3.4 Scheduling

The scheduler is responsible for creating a transmittable timeline of jobs from
multiple potentially conflicting job requests. Each job request consists of the job
priority, job duration tc and the job timing constraints. The job timing constraints
are the earliest time te, the desired time td and the latest time tl that the job can be
scheduled. These parameters are shown in Figure 3.11. The objective of the sche-
duler is to maximize the radar time utilization, while satisfying the job request
constraints.

3.4.1 Queue schedulers
Queue-based schedulers operate by selecting the next best job from a queue or set
of queues. The next best job is decided upon an ordered list of the jobs that are
eligible to be executed. Such a list can be ordered based on the timing constraints to
give the following schedulers:

● Earliest deadline first (EDF)
● Desired time first (DTF)
● Earliest time first (ETF)

Another possibility is to schedule jobs based on highest priority first or shortest job
first, but this would not result in desirable scheduling behaviour. However, job
priority can be incorporated into a scheduler, by ensuring that lower priority jobs
are not able to delay higher priority jobs. Once the next best job is selected it can be

de d l

tc
Job

te td tl Time

Figure 3.11 Example of parameters defining a job request
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directly executed, or added to a scheduling frame of fixed duration. This queue-
based scheduling process can be summarized in the following steps:

1. Add new job requests to queue
2. Select job request according to selected criterion
3. If currently selected job delays a higher priority job in the queue, then switch to

higher priority job. Repeat until no higher priority jobs are delayed
4. Execute job or add job to scheduling frame
5. Remove jobs that have missed scheduling deadlines
6. Repeat from step 1

As the queue can be maintained with low computational burden, queue-based
schedulers are computationally light and easy to implement. As shown in the
comparison by Miranda [66], queue-based schedulers are able to obtain close to
100% occupancy for highly fluid jobs. As each allocation frame is not optimized,
the delays for the jobs can be greater than the delays encountered with locally
optimized schedulers. Reducing scheduling delays is desirable; however, the
impact on the task quality of scheduling delays varies for different functions and
may in fact be minor.

3.4.2 Frame-based schedulers
Frame-based schedulers generate a timeline by arranging jobs in a time allocation
slot of fixed duration. Whilst the previous allocation frame is being executed, the
next allocation frame is being calculated. For a given measure of optimality, an
exhaustive search could be used, but often heuristics are used to guide the placing of
jobs within the allocation frame. Orman et al. [62] present a variety of heuristics,
based on the allowed delay for tracking and search jobs. Winter et al. [69,70] present
a method based on linear programming that schedules jobs to minimize the overall
cost given cost functions for each job. The cost functions describe the cost associated
with scheduling a job early or late. It is found that the computation is too great and
therefore heuristics are proposed. Moo [71] presents an approach based on benefit
slopes that also describe the penalty associated with scheduling a task early or late.

As frame-based schedulers optimize the placing of the job in the allocation
frame, they can generate good quality schedules that minimize the delay of the jobs
as well as considering the cost of delaying the jobs. This is evident in the comparison
by Miranda [66] where the frame-based schedulers exhibit a smaller delay in com-
parison to the queue-based schedulers. However, frame-based schedulers incur a
higher computational burden. Unfortunately, due to the strict real time requirement
of the scheduler, this computational complexity can render frame-based scheduling
solutions impractical. In addition, as they construct firm timelines over the allocation
frame, they can have difficulties in rapidly scheduling jobs for pop-up tasks.

3.4.3 Comparison of schedulers
In this subsection, different schedulers are compared in terms of occupancy and the
number of jobs that missed deadlines. The occupancy is the percentage of the

162 Novel radar techniques and applications – volume 1



available radar time that is used for jobs, and it is desirable that the occupancy is as
close to 100% as possible. The occupancy depends on the fluidity of the jobs which
is the time between the desired time and the earliest and latest times (denoted as de

and dl, respectively, in Figure 3.11) that the job can be scheduled. The number of
jobs that missed deadlines depends on the loading of the radar, in overload situa-
tions, high priority jobs should be scheduled while low priority jobs are dropped.

To demonstrate the influence of job fluidity, a random set of search and
tracking jobs were created for fluidity values in 1; 2; . . .; 50½ � ms. It was assumed
that there were 200 search beams with revisit intervals sampled from
0:25; 0:35; . . .; 3:5½ � s, and dwell length sampled from 0:1; 0:2; . . .; 10½ � ms. In

addition, there were 50 tracking beams with revisit intervals sampled from
0:5; 0:6; . . .; 4½ � s, and dwell length sampled from 0:1; 0:2; . . .; 5½ � ms. A priority was

randomly assigned to each task: search tasks were assigned priorities in 1; 2; 3f g
and tracking tasks in 3; 4; 5f g with 1 being the lowest and 5 the highest priority.
The total load varied based on the realization in the sampling process of the chosen
revisit intervals and dwell lengths and in general the job load was between 80%
and 120% of the permissible load.

In addition, for the considered frame-based scheduler [71], the peak benefits,
as defined in [71], were set to be equal to the corresponding job priorities. The early
and late slopes were equal for each job and randomly sampled from [5,20,50]. The
frame length was 100 ms, and if all jobs were finished before the end of a frame,
then this frame was shortened accordingly so that the next frame could start.

The considered example mimics a situation where an ESA radar is tracking
multiple targets while searching for new ones. Therefore, different dwell lengths,
revisit intervals and priorities are sampled randomly from sets suitable to tracking
and search functions. In this way, the randomness in targets’ locations and in their
corresponding priority within different operational contexts is modelled.

The compared schedulers were:

● EDF, without using priorities, marked as EDF;
● EDF, with priorities, marked as EDF-WP;
● DTF, without using priorities, marked as DTF;
● DTF, with priorities, marked as DTF-WP;
● ETF, without using priorities, marked as ETF;
● ETF, with priorities, marked as ETF-WP;
● The frame scheduler described in [71], where jobs with priority 	3 were

considered as primary and the rest as secondary jobs. The secondary jobs
where scheduled in time gaps using EDF-WP. This algorithm is denoted as
Frame scheduler v1;

● A degenerate version of the frame scheduler described in [71], where all
jobs were considered as primary jobs. This algorithm is denoted as Frame
scheduler v2.

Figure 3.12 shows the occupancy results for each scheduler, averaged over dif-
ferent Monte Carlo runs. It can be seen that as job fluidity increases, more jobs
can be scheduled and the occupancy increases irrespective of the use of priorities.
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On the other hand, the use of priorities results in lower occupancy for low fluidity
values. Figure 3.13 shows the benefit of using priorities: tasks with higher priority
get dropped (or miss their deadline) much less often than the tasks with lower
priority.

For low fluidity values, queue schedulers result in higher radar occupancy but
as the job fluidity increases, all schedulers result in similar occupancy. The benefit
of using frame schedulers is that jobs with higher priorities miss their deadlines
extremely rarely, at the cost of lower priority jobs missing their deadlines much
more often when compared to queue schedulers.

Job fluidity (ms)

0 5 10 15 20 25 30 35 40 45 50

R
ad

ar
 ti

m
e 

oc
cu

pa
nc

y 
(%

)

0

20

40

60

80

100

120

EDF
EDF with priorities
DTF
DTF with priorities
ETF
ETF with priorities
Frame scheduler v1
Frame scheduler v2
Total load

Figure 3.12 Achieved occupancy of each scheduler as function of job fluidity
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3.5 Summary

Traditionally, the configuration of a radar, such as the scan strategy and the
waveforms used, was fixed when the radar was designed. ESA, combined with
advances in computing and arbitrary waveform generation, enable the radar to
reconfigure during operation, based on the encountered situation. This creates the
radar resource management problem, whereby it is desired to allocate finite radar
resources between multiple sensing tasks as well as optimize the execution of each
task. A radar resource management architecture comprises multiple components
that are split hierarchically, as each component is required to make decisions on
different time scales. Typical components for an ESA resource manager are priority
assignment, scheduling and task management.

Task priority assignment is necessary as different tasks can have differing
sensitivity to scheduling delays or differing importance with respect to the mission.
Typically, task priority is based on a functional ranking with functions such as track
maintenance and plot confirmation receiving a high priority and functions such as
calibration a low priority. Alternatively, methods such as fuzzy logic can be applied
to incorporate more information into the priority assignment leading to smooth
variations in priority. However, this is only worthwhile when the resulting priority
has a strong influence on the radar behaviour.

Scheduling can be performed using queue or frame-based schedulers, which
are both capable of considering job timing constraints and priority. Queue-based
schedulers can achieve a high occupancy but incur greater scheduling delays.
Frame-based schedulers can achieve low scheduling delays, especially for high
priority jobs, but do so at the cost of occupancy. In addition, frame-based sche-
dulers are much more computationally complex than queue-based schedulers.

The task manager must decide how often to execute a radar task and which
waveform to use, which also determines the resource allocated to the task. This is
performed for the multiple functions that are supported by an ESA:

● Search function: The search lattice and beam spacing used for searching a
volume can be varied depending on the target range of interest, although the
difference in performance is not great. The revisit interval and hence dwell
time for the beam positions in a search volume can be optimized to maximize
the cumulative detection range based on an expected target pop-up range;
however, the coherent processing interval may be limited to avoid range and
Doppler cell migration. PRFs for bursts can be selected online to maximize
visibility in the search based on the current geometry. Context information,
such as terrain information, can be exploited so that the search is matched well
to the radar’s surroundings.

● Confirmation function: Executing rapid ‘look-back’ confirmation dwells
extends the track acquisition range as it is not necessary to wait for an entire
scan before confirming the presence of a target. The dwell length of the con-
firmation dwell can be adapted to the SNR of the original alert, which further
extends the track acquisition range. However, both alert-confirm procedures
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cost radar time budget and are not so effective in the presence of time corre-
lated clutter.

● Tracking function: Revisit intervals and waveforms for targets maintained with
active tracking can be selected with rules and heuristics; however, this
approach is wasteful of radar resources. Alternatively, the revisit interval can
be selected to ensure that the target does not manoeuvre out of the radar beam,
and the dwell length can be selected so that a specified SNR is achieved based
on an estimate of the target’s RCS. Consequently, the revisit interval and dwell
time vary depending on target manoeuvres and range. In addition, the intra-
pulse waveform modulation can be selected to complement the existing
information on the target in the tracker.

The influence of many of these radar control parameters have been considered
previously in radar system design; however, the benefit with ESA radar is that the
radar resource manager can vary these control parameters during operation in
response to operational requirements and the encountered scenario. These ESA
resource management methods are extended in Vol. II, Chapter 5 ‘Cognitive radar
management’, where optimization methods such as quality-of-service optimization
and stochastic control are applied.

Glossary

CRLB Cramér–Rao lower bound

DTF desired time first

EDF earliest deadline first

ESA electronically steered array

ETF earliest time first

FM frequency modulation

IMM interacting multiple model

PRF pulse repetition frequency

PRI pulse repetition interval

RCS radar cross section

SNR signal-to-noise ratio

TWS track-while-scan/search
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Introduction to imaging radar

Christoph H. Gierull1

Onset

It took almost exactly 100 years from Maxwell’s first conception of the theory of
electro-magnetic waves and the subsequent experimental proof by Hertz in the
nineteenth century until the first patent on Doppler Beam Sharpening (DBS) was
issued to Wiley in 1965 [1]. DBS was the original attempt to improve the Doppler
resolution of moving pulsed radar by exploitation of a synthetically spanned
aperture compared to the physical antenna with its very limited resolution.
Although somewhat rudimentary because of the neglected quadratic phase history
and thereby still a range-dependent azimuth resolution, it is considered the cor-
nerstone of Synthetic Aperture or imaging Radar (SAR). The fundamental idea
here is that through the motion of the radar-carrying platform a long synthetic
aperture is spanned, along which the radar raw data are focussed, to achieve a high
resolution in the flight direction. Besides the essential platform motion, the other
vital attribute of SAR is that the recorded data by no means constitute the desired
image but instead must first be processed using suitable focussing algorithms,
which among others require a precise knowledge of the platform trajectory.

At the onset of SAR, owing to the absence of digital signal processors, the
focussing could only be achieved using systems of optical lenses whereby the SAR
raw data were recorded on film. This technology was not flexible and only per-
mitted rather moderate results that typically suffered from low resolution, de-
focussing and other artefacts.

Twentieth century

After advancements for many years in the second half of the twentieth century,
SAR has become an indispensable tool for civilian remote sensing as well as
military surveillance and reconnaissance. Since the radar sensor illuminates the
scene with its own energy and since its microwaves penetrate through clouds, SAR
becomes independent from daylight and weather. Further, the SAR resolution is
independent of the stand-off range adding to the palpable advantages in contrast to

1Defence R&D Canada – Ottawa Research Centre, Canada



electro-optical systems particularly when mounted on a spacecraft with its global
reach and large coverage.

Information about the underlying scene cannot only be derived from the inten-
sity images, but nowadays also by exploiting the information contained in
the complex measurement such as polarimetric signatures, the phase history or the
variation of the scatterer reflectivity over the frequency. At the end of the twentieth
century, there was already a multitude of airborne SAR sensors exploiting the fre-
quency bands from very high frequency all the way up to millimetre waves.
Polarimetric and interferometric SAR was already operationally established on air-
borne platforms, whereby the latter is applied to reconstruct the scene topography
(cross-track interferometry) or to indicate scene motion (along-track interferometry).
Inverse SAR (ISAR) techniques on ground-based and airborne sensors were devised
to generate high-resolution images of moving objects. Following the first ever space-
based SAR Sea-SAT (1978), several very successful experimental space-based SAR
missions, like SIR-C/X-SAR, ERS-1/2, J-ERS-1 and RADARSAT-1, have been
accomplished in the 1990s and resulted in an eruption of research in this field.

Aptly, the turn of the millennium culminated in a milestone of radar-image-
based remote sensing. With the spectacular Space Shuttle Radar Topography
Mission (SRTM), 80 per cent of the topography of the entire Earth landmass was
surveyed in only 11 days achieving an unprecedented three-dimensional resolution;
a feat that would have taken an ‘army’ of land surveyors several decades if done
using traditional geodetic techniques. This mission not only meant to overcome
tremendous scientific challenges but also pushed the technological limits among
others by deploying a 60-m-long extractable boom, the longest structure ever flown
in space before construction of the International Space Station. The basics and
scientific challenges of single-pass across-track interferometry, the technology
employed for SRTM, are introduced in Chapter 6 by Monti-Guarnieri, Rocca
and Tebaldini.

Twenty-first century

The early twenty-first century saw mostly evolutionary developments, for instance,
an expansion of the used frequency bands and a dramatically improved quality of
the SAR imagery in terms of highest resolutions in the order of centimetres as well
as persistence over the area of interest. As an imposing example of these
advancements Damini, Linderman and Fitzgerald present the VideoSAR concept
in Chapter 4. The notion VideoSAR descriptively expresses its goal, namely to
continuously monitor a scene of interest over a long period of time producing SAR
imagery of quasi-photographic quality in real-time. This kind of performance can
only be achieved with enormous technological expenditure employing extreme
bandwidth, flexible antenna beam steering along with complex digital signal pro-
cessing hard- and software.

New algorithms were developed capable of extracting more information about
the scattering process, for instance, by exploiting the polarimetric properties
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together with the across-track interferometric height information (Pol-InSAR).
These techniques produce volumetric information, e.g. about forests, an essential
step for inferring biophysical parameters such as the biomass. At about the same
time, the first SAR systems with multiple parallel receive channels (array antenna)
have been established on airborne platforms. A multichannel capability is the
prerequisite for a SAR to be sensitive to motion, either to objects travelling on the
ground (Ground Moving Target Indication – GMTI) or the surface motion itself
such as ocean currents. One promising approach not only to indicate object motion
but also to be able to distinguish various motion components within each pixel is
based on the Fourier-transform along a stack of SAR images that are co-located in
space but slightly staggered in time. This technique is dubbed Velocity SAR and is
presented in detail in Chapter 11 by Rosenberg, Sletten and Toporkov for a large
phased array consisting of 32 elements mounted underneath an aircraft.

During the first decade of the new millennium, the transition of electronically
steerable phased-array technology into the most recent generation of commercial/
civilian SAR satellites took place, like ENVISAT/ASAR, ALOS, TerraSAR-X,
COSMO-Skymed and RADARSAT-2. For a small subset of these satellites that
carry two parallel receive chains (TerraSAR-X and RADARSAT-2), the relatively
mature single-channel SAR imaging capability is today rapidly evolving into
advanced multi-aperture SAR concepts. The spatial diversity of multiple parallel
receive channels can, for instance, be used to discriminate moving objects from the
stationary background, to determine the underlying topography of the back-
scattering terrain or the large-scale surface motion using single-pass interferometry.
The flexible programmability of this newest generation of SAR satellites offers
quasi seamless antenna beam steering at a rate equivalent to the pulse repetition
frequency and in conjunction with sophisticated array signal processing algorithms
opens up entirely novel radar concepts and capabilities from space, which were not
previously possible. Although still rather rudimentary, even two parallel apertures
offer palpable advantages compared to classical SAR that specialized modes have
been designed and implemented on present on-orbit systems after launch. This way
swaths widths of the order of 500 km for space-based SAR have been achieved
which are today used operationally to aid in the monitoring of maritime approa-
ches. Chapter 7 by Gierull, Sikaneta and Cerutti-Maori provides in-depth
knowledge of the state-of-the-art of porting mature airborne SAR-GMTI onto a
spacecraft, highlighting the technological and scientific challenges but also the
tremendous benefits resulting from being able to do simultaneous GMTI and
imaging from space.

Another remarkable evolution in radar imaging is the ever increasing number
of nations operating SAR satellites. This feat was in the past a luxury only
affordable by G7 economic powerhouses in North-America, Europe and Japan.
This group is rapidly expanding comprising more and more smaller developed
countries such as Spain and Korea as well as developing nations in Asia like China
and India, in South America (Argentina, Brazil) and the Middle East. The maturity
and affordability of space-based systems has reached now a point that African
countries like Ghana, Nigeria and South Africa are also planning to operate their
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own SAR missions. In the next few years, more than two dozen SAR satellites will
be orbiting and remotely sensing the Earth marking the beginning of a golden age
for SAR imaging from space [2].

The next decades of the twenty-first century will be seeing the realization of
qualitative leaps and revolutionary developments for which the scientific and
technological cornerstones are currently emerging. These developments can be
rather loosely divided into three different groups, smart technologies, multi-
dimensional configurations and novel innovative signal processing approaches.
Regarding the first, high-frequency technologies have been hallmarked by vast
development leaps. For a few years, imaging radars can now be demonstrated for
highest millimetre waves of up to 300 GHz permitting applications of Ultra-Wide
Band imaging systems. The exponential advancement and miniaturizing of com-
puting equipment has now reached a point that ‘radar-on-chip’ becomes viable and
permits ever shrinking SAR systems. Cost-effective short-range systems based on
this technology can now be mounted on small unmanned platforms such as model
planes or drones starting to make experimental exploration of imaging radar
affordable to everyman.

As mentioned before, the fast-paced development of digital components star-
ted a technological revolution for electronically steered phased array antennas.
Instead of the thitherto used complex high frequency equipment with phase-shifters
and combiner networks, it is nowadays possible to convert the signals at each
element from analog to digital individually and to record them simultaneously.
These ‘fully digital arrays’ will permit the utilization of extremely flexible digital
beamforming and sophisticated adaptive radar signal processing opening the door
to innovative future radar concepts including many parallel channels and waveform
diversity. Fully adaptive digital beamforming in azimuth and elevation can dra-
matically increase SNR and hence the achievable coverage, overcome stringent
ambiguity problems, enhance resilience against electronic interferences stemming
from other competing radar sensors or deliberate jamming, or resolve individual
scatterers within each resolution cell. One striking example is the High-Resolution
Wide-Swath (HRWS) imaging technique which combines digital beamforming on
receive in elevation with multiple channels in flight direction to overcome the
inherent physical coverage-versus-resolution limitations of conventional single-
channel SAR systems. In Chapter 5 Sikaneta and Cerutti-Maori present a the-
oretical approach to HRWS that applies to narrow or wide band aerospace SAR
systems including squinted acquisition geometries thereby inherently comprising
the required signal processing for moving target signals. Within the operational
community HRWS is considered the ‘Holy Grail of SAR’ as the resulting imagery
satisfies the partly contrary requirements of various user groups, i.e. monitoring of
vast areas with a simultaneous zoom-in capability for recognition and identifica-
tion. These advanced space systems will be so effective that a relatively small
number of them are sufficient to cover gigantic areas in short revisit times, espe-
cially if placed on orbits with different inclinations. Although currently not fully
realized, application of fully digital arrays for aerospace imaging radars is only a
matter of time. Owing to the palpable benefits there is no doubt that payloads with
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more than two parallel receive paths will materialize in the next generation of
space-based SAR [3].

SAR Interferometry based on two spatial channels was in the twenty-first
century extended to multi-dimensional configurations. For instance, one can try
to combine the individual data sets of several overpasses from slightly different
altitudes in order to build a synthetic aperture across the flight direction. This vir-
tual array in elevation direction may be used to truly image the third dimension
(topographic height) in contrast to the classical pixel-based two-dimensional SAR
Interferometry, allowing distinguishing a small number of scatterers residing in one
and the same range-azimuth cell. This method was named SAR Tomography and
has recently demonstrated impressive results particularly from space using various
orbits. By merging stacks of across-track interferometric data sets from multiple
overpasses, called repeat pass differential interferometry, the slightest height var-
iations of stationary permanent scatterers on the Earth surface over long periods of
time can be monitored with accuracy in the order of millimetres. Fornaro and
Pauciullo dedicated Chapter 8 to this important and innovative field of 3D SAR
imaging research. It is self-evident that these techniques have great potential for the
monitoring of slow-paced geological processes or problems provoked by man-
made interference such as land subsidence caused by mining activities.

Comparison of SAR images taken from exactly the same location in space with
a considerable time lag, e.g. perfectly revisited orbits over tens of days, leads to
clear indications of change within the scattering behaviour of the otherwise sta-
tionary scenes. This comparison can be done based on the amplitude image or the
complex SAR image; we talk about amplitude change detection or coherent change
detection each with its individual pros and cons, both with obvious benefits to the
intelligence community. These concepts are visited in the context of VideoSAR in
Chapter 4 by Damini, Linderman and Fitzgerald.

For bistatic SAR the transmit and receive systems are spatially separated, i.e.
mounted on two different carrier platforms, which offers a multitude of advantages
compared to classic monostatic SAR sensors. Since the receiving unit does not emit
any energy it inherently possesses a low probability of interception for instance
against deliberate jamming. The flexible arrangement of the aspect angles to
objects offers the possibility to infer complementary information particularly from
man-made structures useful for instance for enhanced target recognition or detec-
tion of stealthy targets. Specific bistatic formations even provide sufficient reso-
lution in flight direction of the receiver, a feat that is physically impossible for
conventional SAR. This property may lead to radar image-based bad weather
landing aids for aircrafts or obstruction warning sensors for low-flying helicopters.
In the first years of the twenty-first century, the mathematical foundation for
bistatic SAR processing algorithms was developed and the technological problems
with synchronization of time, phase and beam illumination resolved. Chapter 9 by
Walterscheid, Cristallini and Kohlleppel deals with the innovative attempt to
exploit bistatic SAR configurations to improve GMTI capability of imaging radars.
A milestone of bistatic SAR has been the launch of the TanDEM-X satellite in
2010, a clone to TerraSAR-X, intended to generate a Digital Elevation Model
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(DEM) of the entire Earth with almost an order improvement in resolution and
accuracy compared to SRTM. This can be accomplished by a much longer and
variably adjustable baseline between the antenna phase centres ranging from hun-
dreds of metres to kilometres. In order to derive the required metre-level accurate
DEMs the distance or baseline vector between the two satellites must be deter-
mined and continuously adjusted with sub-millimetre precision.

Recently, bistatic SAR has been extended to multi-static SAR configurations
and multi-input/multi-output (MIMO) systems. Independent operation of each
transmit element with optimized waveforms permit a flexible creation of space-
time diversity giving rise to a variety of novel applications. MIMO radars oriented
parallel to the flight trajectory can be used to eliminate range and azimuth ambi-
guities, e.g. already employed for HRWS imaging, while those mounted perpen-
dicular to the flight path permit new forms of interferometry and tomography.
If mounted underneath the wings of an aircraft, MIMO arrays can directly image
below and ahead, a property physically unfeasible for conventional side-looking
SAR. Although suitable merely for restrictive stand-off ranges these radars can
provide high-resolution images and three-dimensional maps completely unhindered
by typical detrimental SAR effects such as shadowing and foreshortening, a major
advantage for imaging in urban settings consisting of street canyons. Stationary
MIMO radars with thousands of TR-modules, capable of real-time imaging with
millimetre resolution, have already been realized in commercially available body
scanners for airports. The innovative approach to combine multistatic SAR con-
figurations with the MIMO concept to advance ISAR imaging capability is being
addressed by Pastina and Bucciarelli in Chapter 10.

Outlook

A global, quasi-persistent, three-dimensional, high-resolution radar imaging cap-
ability that covers vast areas independent from weather and daylight and that allows
to observe slow- and fast dynamic processes on the Earth is becoming increasingly
technologically feasible and economically affordable. It offers the potential to
radically improve the safety, security and prosperity of mankind, putting today’s
dream of the radar remote sensing community for the first time into the realm of
possibility.

Although the research presented in this book part encompasses the breadth
of the present state-of-the art of novel techniques and application of imaging
radar science and technology, one exciting recently emerging research branch,
Compressive Sensing (CS) for imaging radars, is missing and will most certainly be
included in a future edition of this text book. CS based on sparse sampling is finally
breaking the dependence on the sampling theorem changing the almost century-old
seemingly irrevocable paradigm of digital signal processing, thereby pushing the
door wide open to cognitive radar systems. Cognitive imaging radars will function
with utmost autonomy, process the observed context in real-time and adapt the
transmitted waveform and the radar task depending on the results. By applying
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knowledge databases, CS will present the image content in an information enriched
form, reduced to the essential, thereby extracting value added information already
during image formation rather than via subsequent post-proceeding steps.
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Chapter 4

VideoSAR imaging for real-time persistent
surveillance

Anthony Damini1, Richard W. Linderman2

and Dennis Fitzgerald3

Abstract

VideoSAR is a land-imaging mode where the synthetic aperture radar (SAR) is
operated in a spotlight configuration for an extended period of time. A sequence of
images is continuously formed to a common Cartesian grid, while the radar is either
flying towards, by or circling a target area. In general, VideoSAR imaging main-
tains antenna illumination on a target regardless of changes in squint angle, within
theoretical and practical limitations. The video-like nature is a result of the imagery
being produced using overlapped synthetic apertures such that the output frame rate
can be commensurate with that of a video system. Enhanced exploitation of this
product typically requires that the imagery be phase preserving, and that the data
acquisition geometries be highly controlled for generation of secondary products
such as coherence images (coherence maps) for change detection. One of the most
accurate image formation algorithms for the formation of phase preserved imagery
is the back-projection algorithm. Though computationally intensive, its attraction
lies in its simplicity, the fact that the relative location of each pixel in the output
imagery is precisely known and the complex imagery is phase preserved. The back-
projection algorithm is presented in terms of its application to VideoSAR imaging.
Mathematical decomposition techniques for improving the computational effi-
ciency of the algorithm are reviewed. The application of change detection between
pairs of VideoSAR images and ‘stacks’ of VideoSAR images where the benefits of
trading off spatial image filtering and temporal image filtering by averaging
coherence in slow-time is also examined. Finally, computer topologies applicable
to back projection are outlined from the perspectives of both the signal processing
architecture and advances in massively parallel computing.

1Defence R&D Canada, Ottawa Research Center, Canada
2Office of the Secretary of Defense, USA
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4.1 Introduction

VideoSAR is a land-imaging mode where the synthetic aperture radar (SAR) is
operated in a spotlight configuration for an extended period of time. A sequence of
images is continuously formed to a common Cartesian grid, while the radar is
either flying towards, by or circling a target area. The only constraint on the data
acquisition geometry is that the steering of the radar beam be maintained on the
area of interest. Circular SAR is a specific instantiation of VideoSAR where the
radar platform is circling the target area. In general, VideoSAR imaging maintains
antenna illumination on a target regardless of changes in squint angle, within the-
oretical and practical limitations. Theoretical limitations arise when the antenna
pointing approaches alignment with the radar platform velocity vector as the syn-
thetic aperture required for achievement of a constant azimuth resolution increases
inversely with the sine of the Doppler-cone angle of the antenna boresight as
measured from the radar platform velocity vector. Practical limitations include
pointing restrictions due to how the sensor is installed on the platform and max-
imum sensing range due to limited output power. Figure 4.1(a) illustrates the
VideoSAR concept in the Circular SAR mode in which the Doppler-cone angle and
range to the centre of the circle are ideally constant, and Figure 4.1(b) in the race-
track mode in which the Doppler-cone angle and range to the centre of the target
are changing. In this latter geometry, persistence on the target is maintained as long
as the target area remains within the range and angular field of view of the SAR
antenna. Note that hd�c, the Doppler-cone angle, and R, the range, both to the pixel
of interest, are projected from the three-dimensional (x,y,z) volume to the two-
dimensional (x,y) plane.

The theory and approach to spotlight SAR imaging is well documented [1,2].
VideoSAR produces high-resolution spotlight SAR imagery in a video-like format.
The video-like nature is a result of the imagery being produced using overlapped
synthetic apertures such that the output frame rate can be commensurate with that
of a video system, computational resources permitting [3]. Enhanced exploitation
of this product typically requires that the imagery be phase preserving, and that the
data acquisition geometries be highly controlled for generation of secondary pro-
ducts such as coherence images (coherence maps) for change detection. One of the
most accurate image formation algorithms for the formation of phase preserved
imagery is the back-projection algorithm. In its native form, this processor is
computationally intensive and, for large images, presents a significant challenge
even to modern computing systems. Its attraction lies in its simplicity, the fact that
the relative location of each pixel in the output imagery is precisely known and the
complex imagery is phase preserved.

Within this chapter: the back-projection algorithm is presented in terms of its
application to VideoSAR imaging; mathematical decomposition techniques for
improving the computational efficiency of the algorithm are reviewed; the appli-
cation of change detection between pairs of VideoSAR images and ‘stacks’ of
VideoSAR images where the benefits of trading off spatial image filtering and
temporal image filtering by averaging coherence in slow-time is examined and
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computer topologies for implementing the compute intensive image formation are
outlined from the perspectives of both the signal processing architecture inherent to
practical implementation of the back-projection algorithm and advances in mas-
sively parallel computing.

4.2 VideoSAR imaging

4.2.1 Image formation theory
Target separability in range and cross-range in SAR imagery is directly dependent
upon the bandwidth of the transmitted pulse in range and the illumination time or
synthetic aperture time during which the target is illuminated in cross-range. In the
case of a single SAR image, this paradigm of resolution is well understood [1,2].
However, in the case of multiple images, generated from viewing angles which can
easily vary by factors of 10 � the antenna beamwidth or greater, and then non-
coherently averaged, this paradigm changes.

For a system of transmitted signal bandwidth b, the ground range resolution is
well known to be:

rgr ¼
Kw�rc

2b cosð^ Þ (4.1)

where c is the speed of light, Kw�r is the effective range broadening factor which
characterizes the broadening of the impulse response due to the selected signal
processing window, and ^ is the angle between the radar line-of-sight and the plane
tangential to the earth’s surface (similarly, the angle formed from horizontal by the
radar line-of-sight). The cos(^ ) factor converts slant range resolution to ground
range resolution. Slant range is the line-of-sight distance between the radar antenna
and the illuminated target. Ground range is the projection of slant range to the
earth’s surface. Ground range resolution becomes coarser at steeper depression
angles ^ and thus at near range for wide elevation beamwidths. The compression
of the transmitted signal’s bandwidth is efficiently performed by applying the
signal processing window in the frequency domain and then transforming the
product back to the time domain. When a uniform spectral weighting is used,
Kw�r ¼ 0.886, and the impulse response in the time domain is the theoretical sinc
function for which the first sidelobes are �13.2 dB down from the mainlobe.

Similarly, for a system integrating in azimuth over a synthetic aperture of
angular duration Dq radians, the azimuth resolution is as follows:

raz ¼
Kw�azRl

2 SAL sinðhd�cÞ
(4.2)

where R is the slant range to the point of interest, l is the wavelength of the carrier
frequency, hd�c is the Doppler-cone angle between the radar antenna phase centre’s
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velocity vector and the radar line-of-sight, Kw�az is the effective broadening of the
mainlobe in azimuth after application of the selected signal processing window
during azimuth compression, and SAL is the synthetic aperture length. With
approximations, the azimuth resolution can be expressed in terms of Dq as follows:

raz �
Kw�azl

4 sinðDq2 Þ
� Kw�azl

2Dq
(4.3)

The resolution of an ideal point reflector as measured by a SAR, in either range or
azimuth, is typically measured at its �3 dB points and is referred to as its impulse
response. Ideally, two ideal point scatterers are resolvable when their impulse
responses meet at or below the �6 dB points, allowing �3 dB resolvability in
the combined response.

For systems which integrate in azimuth over small angles, the two-dimensional
impulse response of the SAR image can be approximated by calculating the outer
product of the range and azimuth impulse responses. However, as the synthetic
aperture angle increases, the two-dimensional impulse response is more accurately
found by describing the combined range and azimuth spectrums utilizing the two-
dimensional frequency domain and then performing a two-dimensional Fourier
Transform on this two-dimensional spectrum. Figure 4.2 comparatively illustrates
the frequency support of both a conventional spotlight mode data acquisition and
that which is processed in a VideoSAR mode. The frequency support in Figure 4.2(a)
is seen to be in the form of an annulus whose angle is that of the synthetic aperture.
The inner and outer radial edges of the annulus correspond to the lower and upper
spatial frequencies of the transmitted signal pulse. The VideoSAR frequency sup-
port in Figure 4.2(b) generally exceeds the bandwidth in the azimuth direction
which can be effectively processed in a single SAR image without incurring range
migration and azimuth focussing errors. This is due to the fact that this frequency
support is intended to support the generation of multiple images. Note that
conventional spotlight mode image formation can be performed using synthetic
apertures longer than is graphically illustrated in Figure 4.2(a) [4].

Figure 4.3 illustrates the two-dimensional impulse response of a transmitted
signal of 1 GHz bandwidth, generated in a circular SAR mode. An image formed
from one extremely long synthetic aperture is compared to two images derived from
multiple shorter synthetic apertures from which the images have been non-coherently
integrated.

For the upper two images, a 160� aperture was specifically chosen to illustrate
that the uniformity of the two-dimensional impulse response was not an artefact of
integrated observation from both sides of the image under investigation. For the
two lower images, the number and angular excursions of the narrower aperture
images were specifically chosen to span exactly 180�, thus ensuring uniformity
in the impulse responses for analysis purposes. The impulse response for the
smaller aperture in the bottom-right is dominated by the 5� limitation on coherent
integration which yields an azimuth resolution which is commensurate with the
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range resolution. Increasing the azimuth integration angle results in finer azimuth
resolution as shown in the top-left and bottom-left images. For extremely large
coherent integration angles, the range and azimuth resolutions converge to the finer
azimuth resolution resulting in a narrow mainlobe.

4.2.2 Back-projection for VideoSAR image formation
The back-projection algorithm can be implemented with no approximations, or it
can be tailored to trade-off image fidelity with computational requirements. In its
native form, the algorithm projects the compressed echoes from each transmitted
pulse back onto a three-dimensional model of the earth. It allows full flexibility in
the generation of the pixel resolution, pixel spacing and location of the image from
within the antenna beam’s surface footprint. The output image projection can also
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be tailored to support options such as generating imagery in a ground stabilized
format, in rotating formats such as North up or aligned with the co-ordinate system
used for data acquisition (where range is along the radar line-of-sight), or draped
across a digital elevation model (DEM). The generation of imagery on a pixel by
pixel basis eliminates invariance regions in both range and azimuth, and hence
phase discontinuities due to approximations. Constraints on aircraft motion are also
relieved as the matched filtering for each pixel is fully based on the associated
pulse echo’s phase history as the antenna phase centre location is used precisely for
the coherent integration. That is, there are no approximations which are inherently
necessary for patch-based image formation approaches. Given SAR echo returns
S(k,n) where k is the index into the transmitted pulses and n is the fast-time index
into the echoes received from the reflectivity field, the back-projection algorithm to
generate the VideoSAR image stream is presented as follows:

pðA; x; y; zÞ ¼
XðK�mÞðA�1ÞþK

k¼ðK�mÞðA�1Þþ1

Sðk;RÞ � e�
j4pR
l (4.4)

where for each pulse k, R is calculated as the range between the antenna phase
centre and the pixel located at the grid co-ordinate (x,y,z), where z is altitude. S(k,R)
is the return at range R interpolated from the S(k,n) digitized echo returns, which
are already range compressed. Any radar platform deviation from the ideal straight
line trajectory is fully accounted for in the range interpolation. A is the index
into the back-projected SAR images p A; x; y; zð Þ; which are formed to the pixel grid
(x,y,z). K is the synthetic aperture length in pulses and m is the overlap between
synthetic apertures also measured in radar pulses. It is noted that when A ¼ 1, m¼ 0,
that is, for the first aperture there is no overlap.

The (x,y) output pixels are initialized to be consistent in geometric spacing in
range and azimuth. Assuming an ellipsoid earth model, or minimally a spherical
one, each (x,y) pixel is initialized in a plane tangential to the Earth’s surface. The (x,y)
pixels are projected vertically down onto the Earth model to give the final (x,y,z)
positions in three dimensions. This is where elevation data from a DEM is
incorporated.

It is also desirable to output imagery for which the azimuth resolution is
constant as a function of range and Doppler-cone angle. This necessitates that the
synthetic aperture length, K, be updated for each image as a function of R and hd�c.
Further, if the Pulse Repetition Frequency (PRF) is slaved to the antenna phase
centre velocity and Doppler-cone angle to the target, the overlap between synthetic
apertures defined as m pulses may have significantly different values from aperture
to aperture.

In its native form, back-projection has the disadvantage of requiring more
compute resources than other phase preserving algorithms such as polar format. Its
advantages lie in its straightforward presentation and its simplicity for imple-
mentation within parallel computing architectures. Multiple approaches have
been investigated to reduce the computational requirements of back-projection.
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Fast back-projection is often used to describe algorithms which require less com-
puting capability as they incorporate approximations to the original algorithm. One
variant of fast back-projection proposed by Yegulalp [5] includes dividing the
synthetic aperture into non-overlapping sub-apertures from each of which an image
is formed using conventional back-projection. These images are formed to a pixel
grid in a polar co-ordinate system which has fine spacing in range and coarse
spacing in azimuth commensurate with the finest resolution allowed by the length
of the sub-aperture. Each of these images is then upsampled in two dimensions to
the pixel spacing of the desired product. Finally, the final full resolution image is
formed by coherently summing the corresponding pixels across the images formed
from the sub-apertures. The coherent integration factors can be applied during the
final summation or applied to the individual images during the two-dimensional
upsampling. The actual reduction in the computational throughput requirement is
dependent upon several factors including the size and number of sub-apertures, the
accuracy of the kernel selected to perform the two-dimensional upsampling, and
the resolution of the final image. Further variants of fast back-projection have been
described by Ulander et al. [6]. They propose a generalized approach to Yegulalp’s
in which the original aperture is factored into multiple levels, and the image
formation/coherent sub-aperture addition repeated for each level to form images of
progressively finer resolution, culminating in the final back-projected image. There
is some flexibility in the number of levels into which the original aperture is
factorized, and the corresponding number of sub-apertures for each level. An
immediate parallel can be drawn to the speed increase achieved using the Fast
Fourier Transform vs the Discrete Fourier Transform. It is noted, however, that the
computational savings due to the reduction in back-projection operations with the
addition of multiple levels of factorization is somewhat offset by the additional
two-dimensional interpolations which accompany each level. To compound that,
from the perspective of multi-processor implementation, the required inter-
processor communication bandwidth increases significantly for such multi-level
processing strategies, and may quickly become the limiting factor for system
requirements. Further computational savings can be found in that the back-projection
of the m pulses which overlap between synthetic apertures need not be repeated as
the process moves forward through the data to create the VideoSAR stream. In the
case of image formation by coherent sub-aperture addition, for simplicity the
overlap between synthetic apertures can be fixed to correspond to that required for
an integer number of sub-apertures either in the fast back-projection approach or
the first level of factorization in the generalized back-projection approach.
An inherent advantage of the back-projection algorithm is the ability to incorporate
pulse diversity. With all fast back-projection variants, the computational savings
achieved will need to be traded off with any corresponding reduction in the
image fidelity.

Antenna elevation pattern gain and range spreading (R4) loss compensations
are usually applied during pulse compression. Implementation of these corrections
within the back-projection image formation algorithm would yield theoretically
more accurate radiometric calibrated imagery. Similarly, compensation of the
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output image in azimuth for normalization of image brightness due to the antenna
azimuth pattern gain is typically done after back-projection, though can be applied
during the image formation.

4.2.3 Non-coherent integration of back-projected images
Non-coherent image integration can take several forms. The parameter space which
affects the final image includes the number of images to be combined, the overlap
between the individual synthetic apertures contributing to each image and the
method of combination of the registered pixels. Examples of the method of com-
bination include averaging the pixel powers or adopting a scheme such as selecting
the maximum pixel powers across the VideoSAR image stream. This integration of
multiple images yields an image product generated from a much wider radar illu-
mination angle. The non-coherent integration introduces the effect of speckle
reduction, allowing more visibility of low signal-to-noise-ratio targets, while the
wide observation angle (changing radar line-of-sight) yields a narrower radar sha-
dow and hence more information regarding target reflectivity. Structures such as
fences and building perimeters can become more visible. The general case where L
images are summed to produce each p0 image in a new image stream with an
overlap of m0 of the original p images contributing to each consecutive new image
can be written as

p0ðA0; x; y; zÞ ¼
XðL�m0Þ�ðA0�1ÞþL

A¼ðL�m0Þ�ðA0�1Þþ1

pðA; x; y; zÞ (4.5)

p0 A0; x; y; zð Þ takes the form of either the original image stream p A; x; y; zð Þ in the
case of L ¼ 1 and m0 ¼ 0, or a series of images where a running average of L > 1
images is maintained across the original VideoSAR image stream. In the case of
extreme non-coherent image integration where L ¼ Amax, then one image is output
which is the cumulative sum of all of the input images.

The SAR data in all subsequent figures is from the Defence Research and
Development Canada (DRDC) X-band wideband experimental airborne radar
(XWEAR) operating in VideoSAR mode [3,7]. The imagery in Figure 4.4 is taken
from a VideoSAR image stream. The data was collected using a constant depres-
sion angle, of the order of 5�, in a circular SAR mode. A flat earth was assumed
during image formation. There are no natural height variations in the terrain, and
the man-made variations are five m or less. Foreshortening or layover of the ima-
gery was not an issue given the shallow depression angle. The dynamic range
presented within the individual images does change as speckle is reduced with
additional non-coherent averaging. Figure 4.4(a) is the first image from the stream
with no non-coherent image to image integration. Figure 4.4(b) is the non-coherent
average of the first ten images. Figure 4.4(c) is the non-coherent average of images
45 to 54. Figure 4.4(d) is the non-coherent average of all 54 images. The frames
input to Figure 4.4(b) and (c) were chosen so that the radar line-of-sight rotated
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Figure 4.4(b) Images 1 to 10 non-coherently averaged

Figure 4.4(a) Image 1 from VideoSAR image stream
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Figure 4.4(d) Images 1 to 54 non-coherently averaged

Figure 4.4(c) Images 45 to 54 non-coherently averaged (radar line-of-sight
rotated 90� from Figure 4.4(b))
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90� between image 1 and image 45. Of particular note is the speckle reduction in
Figure 4.4(b) and (c) when compared to Figure 4.4(a). Also evident is the image
diversity between the two speckle-reduced images in Figure 4.4(b) and (c) in terms
of the shadowing and reflectivity of structures in the image. The 90� change in
viewing angle between Figure 4.4(b) and (c) has changed where the shadows are
cast, and illuminated different sides of the buildings. The non-coherent average of
all 54 images in Figure 4.4(d) presents an effective composite view with good
shadow elimination and good reflectivity information on the buildings.

Accurate frame-to-frame registration is necessary at higher pixel resolutions
for non-coherent integration of the imagery. Translation of the imagery in both the
range and azimuth directions is primarily due to sources of error in motion mea-
surement or errors in the processing parameters of radar wavelength and speed of
light which can vary with atmospheric conditions during the imaging interval or
vary on a pulse basis. An error in the knowledge of the radar carrier centre fre-
quency can be equated to an error in the knowledge of the speed of light in the
atmosphere or an error in the knowledge of the radar wavelength. Manifesting these
errors in terms of the radar wavelength, a change in wavelength, Dl, shifts the
location of the formed image in both the range (R) and azimuth (Az) dimensions
according to

DR ¼ R
Dl
l

(4.6)

and

DAz ¼ R tan hd�cð ÞDl
l

(4.7)

It can be seen that as long as there is an error in the assumed wavelength (either
changing or constant Dl), a changing shift DR in the assumed range location will
occur with a change in R, and a changing shift DAz in the assumed azimuth location
will occur with changes in R or hd�c. The speed of propagation of the radar signal
through the atmosphere is affected by the index of refraction, which, even in clear
air, changes with pressure, temperature and humidity. The effect that this has on
SAR imagery is particularly noticeable in geometries which include long ranges,
shallow grazing angles and formation of large area imagery [8,9]. In such cases,
significant changes in the index of refraction can be encountered over the synthetic
aperture, or between VideoSAR apertures. These unknowns are a challenge to the
autofocus mechanism and are difficult to interpret when testing and qualifying SAR
systems. Propagation speed increases with decreasing air density and, in general,
can be assumed to be a function of altitude such that the speed of signal propagation
is a function of temperature, pressure and humidity, whether assumed or measured.
Again, this would have more of an effect on long-range, shallow grazing angle,
long aperture imaging. Hence, not a significant problem for short-range, steep look-
down, short aperture imaging.

VideoSAR imaging for real-time persistent surveillance 195



Two-dimensional correlation of sequential image pairs can be used to measure
the relative shift between image frames. The correlation should be localized to
high contrast areas with discrete targets. Any measured shift can then be corrected
using two-dimensional interpolation of the most recent frame to match the refer-
ence to which it was correlated. The primary source of error in frame-to-frame
registration is that of motion measurement. The low-frequency drift in the inertial
navigation system can be commensurate with the range resolution of a wideband
radar over a long synthetic aperture, hence the importance of correcting shifts
between frames.

4.2.4 Image ambiguities
Figure 4.5(a) is a VideoSAR example where 163 images have been non-coherently
combined. In this case, the radar platform has completed 190� of rotation about the
target area. The image is formed to a grid which is larger in azimuth than the terrain
illuminated within the �3 dB antenna azimuth beamwidth. The dark regions in the
image fall outside both the digitized pulse echo window and the part of the azimuth
beam which has gain sufficient for imaging. The radar PRF was set during data
acquisition to adequately support the �3 dB antenna azimuth beamwidth. Hence,
azimuth ambiguities appear towards the edges of the imagery as the full image grid
is larger than this and does not have adequate sampling support. The ambiguities
are particularly noticeable at the top of Figure 4.5(a). As the data acquisition geo-
metry rotates about the target, the corresponding azimuth ambiguities are seen to
rotate as well within the non-coherently integrated image stream. Incomplete
knowledge of the antenna beam pointing angle over the synthetic aperture can also
lead to azimuth ambiguities.

Processing a narrower azimuth signal spectrum is one strategy that can be used
to suppress the azimuth ambiguities, albeit fewer pixels will be produced in
azimuth in each individual image. However, for a wide swath once data has been
acquired over 90� of sensor rotation about a target area, the non-coherently inte-
grated image product can have a much larger spatial coverage than that of any of
the contributing images and compensate for the smaller azimuth coverage of each
individual image. This can be understood in the context of the acquisition of very
wide range swaths at near range where the azimuth beamwidth coverage may not
match the range swath width. To illustrate the strategy of processing a narrower
azimuth signal spectrum, the data used to form the image in Figure 4.5(a) has been
reprocessed in Figure 4.5(b), but each individual image has now been formed from
only 60% of the originally sampled azimuth signal spectrum. The ambiguities have
been effectively eliminated without compromising the geo-spatial coverage. Dop-
pler centroid estimation can also be used to refine the antenna beam pointing
knowledge, hence allowing for an image of optimum dimension to be formed in
azimuth before azimuth ambiguities are introduced. In the VideoSAR mode, the
computational savings associated with the processing of a narrower spectrum
cannot be overlooked as producing fewer pixels per image correlates directly to
fewer required computational resources.
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Figure 4.5(b) 60% azimuth spectrum processed

Figure 4.5(a) VideoSAR – full azimuth spectrum processed



4.2.5 Autofocus considerations
Autofocus considerations are equally applicable whether in the circular SAR or
race-track imaging geometry. Sources of error in motion measurement, or inaccu-
rate measurement of the antenna phase centre position, is typically due to drifts in
the inertial measurement sensors. Low-frequency errors attributable to long-term
drifts result in image shifts and geometrical distortions from the desired grid
co-ordinate system. A fixed difference between the measured and true antenna
phase centre positions along the radar line-of-sight equates to a positional shift in
the imagery of the same difference. A linear drift between the measured and true
antenna phase centre positions results in an azimuth shift of the estimated image
geometry during image formation. The resulting azimuth shift in the imagery is
linearly proportional to the rotational error manifested by the linear drift and can be
approximated as

DAz ¼ RDe (4.8)

where De is the fit to the angular separation between the measured and the true
antenna phase centre positions. High-frequency errors in the knowledge of antenna
phase centre position result in a degradation of image quality in terms of geometric
distortions, with a de-focussing of the mainlobe and a decrease in image contrast.
The energy displaced from the mainlobe into the sidelobes is quantified in terms of
the integrated-sidelobe-ratio performance metric [10].

Autofocus algorithms for fine resolution SAR imagery need to account for the
low-frequency drifts in the antenna phase centre with time and high-frequency
errors during data acquisition. High order autofocus which corrects for these errors
is well understood [1] and algorithms are designed to produce phase error estimates
from the returns of bright targets which are distributed over the reflectivity scene.
The process of selecting suitable point targets from which the autofocus phase
correction estimate is obtained typically requires the generation of SAR imagery at
a resolution which is minimally sufficient for point selection. The trade-off space
for generation of this imagery involves range and azimuth pixel spacing, synthetic
aperture time, multi-looking in azimuth via shorter apertures for speckle reduction,
multi-looking in range via processing of sub-bands within the pulse and the com-
pute time allocated for image generation. High order autofocus corrections are
typically in the form of a phase angle corresponding to each transmitted pulse’s
echo in the synthetic aperture. The phase angle can be applied to the corresponding
transmitted pulse echo in one of two ways. It can either be directly applied in the
form of a phase error correction or it can be used to compute a corresponding radar
line-of-sight error which can then be incorporated into the processing to simulta-
neously correct the measured range cell migration and phase error. This second
method of applying the phase angle for phase error correction is more accurate but
only necessary for very fine resolution long aperture SAR where the residual
range cell migration, if left uncorrected, would noticeably degrade the imagery.
Robust autofocus is important to generate an image product which is suitable for
exploitation. Spatially variant autofocus is generally necessary for fine resolution
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systems which produce imagery over wide swaths in range and cross-range.
Significant advances have been made in autofocus based on the phase gradient
algorithm [1] towards this problem.

4.3 Change detection

4.3.1 Background
Change detection with SAR is the processing of two geo-registered SAR images,
formed at separate times, for the purpose of detecting human activities or changes
in the environment. Change detection is conventionally classified as either ampli-
tude change detection (ACD) which operates on the pixel power or coherent change
detection (CCD) which operates on the pixel phase. ACD can be thought of as non-
CCD. It measures the change in the reflectivity of the scene of interest between two
geo-registered SAR images. The detections in ACD can be prone to high false
alarms if the images are not filtered first to reduce speckle noise. ACD provides
useful information when the change of interest is on the order of the pixel resolu-
tion, particularly in the case when the overall coherence between the two images is
too low for effective CCD. CCD is particularly effective when the clutter coherence
is high as low clutter coherence can be mistaken for change. Under favourable
conditions, CCD is sensitive to changes that are on the order of the radar wave-
length. These changes may not be readily noticeable from the amplitude imagery.

Table 4.1 outlines how data acquisition for change detection can be accom-
plished: single-pass data acquisition and dual-pass data acquisition.

For single-pass change detection operating on a VideoSAR image stream, the
capability to suppress the reflectivity field which has not changed between image
frames is limited because the data may not fully encompass the required specular
reflection for both frames. Hence, the scatterers which have not changed may not
correlate well and this may mistakenly imply change. From this perspective, the
specular change can be used to confirm the presence of targets which are present in
both frames, but may not fully appear in both frames. Figure 4.6 illustrates the use

Table 4.1 Change detection topologies

Data acquisition Single-pass applications Dual-pass applications

Amplitude change detection Specular change detection –
pixel level

Human activity detection –
pixel level

Environmental change
detection

Coherent change detection Requires multiple channel
SAR for moving target
detection

Human activity detection –
sub-pixel level

Environmental change
detection
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of single-pass ACD for detecting specular change between two consecutive
VideoSAR image frames. In this case, the red indicates where a wire fence was
only visible in the first image, and the blue indicates where a second wire fence was
only visible in the subsequent image. For the moving target indication problem,
single-pass change detection is a clutter suppression problem which requires mul-
tiple radar antenna channels for simultaneous independent observation of the scene
for coherent clutter cancellation of the stationary components [11]. The clutter
cancellation is typically performed using either displaced-phase-centre-antenna
or space-time-adaptive-processing techniques. Once the clutter is cancelled
(or reduced), the moving targets become visible in the remaining signal. In the case
of VideoSAR dual-pass change detection, the data collected along the flight path
for each pass is segmented into synthetic apertures which correspond between the
two passes and ideally observe the target area using the same azimuth and grazing
angles. Flight paths which are 180� apart (implying opposing flight directions as in
the case of a race-track flight path) are considered identical for this purpose. If the
flight paths are identical, this ensures that the azimuth spectra (as described in

Figure 4.6 Single-pass ACD between two consecutive VideoSAR image frames.
Red indicates a wire fence only visible in the first image, and blue
indicates a wire fence only visible in the subsequent image
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Figure 4.2) of the two corresponding images fully overlap in the two-dimensional
spatial frequency domain and the image pair will then be fully coherent in the
absence of environmental or man-made change. The image pairs must be finely
registered to sub-pixel accuracy to account for extremely small errors such as in the
antenna phase centre location estimates, jitter in range delay for digitization or due
to the atmosphere, because, as previously noted, in the case of CCD the changes
being detected can be on the order of the radar wavelength. Details of both ACD
and CCD are as follows.

Two-dimensional correlation of corresponding images can be used to measure
the relative shift between corresponding image frames from the two passes. The
correlation should be localized to high contrast areas with discrete targets that
appear in both images. Any measured shift can then be corrected using two-
dimensional interpolation of one of the frames to match the other. The primary
source of change detection error due to a mismatch in frame registration between
passes is that of motion measurement. However, a mismatch in viewing angles can
result in a change in reflectivity and thus degradation in coherence which also leads
to false change detections.

Matching the azimuth and grazing angles of the synthetic apertures from the
two passes is a priority in two-pass change detection. Also important is a close
match of the range to the target. Long-range images tend to be noisier which can
reduce coherence or allow the introduction of spatially variant phase errors.
Hence, the avoidance of noisy long range images, or one of the data collection
passes being at a longer range than the other, is important towards avoiding false
detections due to non-coherence. Further, small mismatches in azimuth or grazing
angles can not only change the relative scene reflectivity and thus coherence, but
change the shadows and the layover again yielding non-coherence and false
detections. A pixel is the result of the super-position of the reflections from all
targets which the wavefront of the signal simultaneously intersects. The layover
from terrain with high objects or large changes in topography over short distances
will superimpose into different pixels with different grazing and/or squint angles.
This leads to the tolerance on the imaging geometry further being a function of the
gradient of the natural terrain and the elevations of the man-made structures which
are present.

When there is a difference in the imaging geometries between the two data
collection passes such that the images do not register consistently across the desired
area, additional steps must be taken to register them. Image registration typically
involves measuring the displacement of pairs of tie points in the images, and
then re-sampling so that the image pixels are registered between the pair. This
re-sampling can be spatially variant resulting in one of the images being
‘warped’ to register with the other. The re-sampling is performed on either pixel
detected imagery which is adequately sampled, or imagery within which the pixels
have been preserved as complex in value. In the latter case, the accuracy of the
re-sampling can be facilitated by ensuring that the frequency spectrum of the
complex pixel valued image is centred at 0 Hz in both range and azimuth.
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4.3.2 Amplitude change detection
Prior to performing the actual change detection step, each of the images input to the
ACD process is low-pass filtered to reduce speckle noise and thus false alarms. The
smoothing filters employed are typically square with an odd number of coefficients
in the x and y directions. Given the two pass image pair, p1 and p2, image
smoothing is effected according to the formulae

r1ðA; x; yÞ ¼ sf � p1ðA; x; y; zÞ (4.9)

r2 A; x; yð Þ ¼ sf � p2 A; x; y; zð Þ (4.10)

where sf is the two-dimensional low-pass smoothing filter and * the two-dimensional
convolution operator. Increasing the filter dimensions reduces the speckle noise
yielding less noise in the change detection process, but this is directly at the
expense of spatial resolution [12]. Post-image smoothing, two common approaches
to ACD are analysis of either the ratio of the two images or their difference. While
differencing subtracts the corresponding pixels’ intensity values with the delta
being indicative of change, computing the ratio between pairs of pixels allows
examination of their relative dynamic values [13]. A ratio ¼ 1 is indicative of no
change while ratios significantly greater to or less than 1 are indicative of change.
For example, a ratio > 1 can be interpreted as the addition of a target to the
area under surveillance while a ratio < 1 as the departure of a target. Similarly,
a positive difference can be interpreted as the addition of a target while a negative
difference as the departure. The intensities of the image pair under investigation
must be calibrated to eliminate any bias introduced by a difference in the mean
pixel levels. Image normalization eliminates any bias due to gain or transmitted
power differences between the two data collections. Typically, this is performed by
computing each image’s mean intensity and either normalizing each image or
scaling one of the images by first normalizing it and then multiplying it with the
mean intensity of the other image. The application of the ‘red ¼ fled, blue ¼ new’
colour taxonomy effectively supports the interpretation of ACD results with the
saturation of the red and blue proportional to the differences between the before and
after images, or the difference from ratio ¼ 1 which is neutral or no change.

4.3.3 Coherent change detection
The CCD function takes as its input a pair of single-look-complex (SLC) SAR
images generated using the same acquisition geometry at different times, registers
them and produces a coherence image which can be used to infer if any change has
occurred in the area of interest between the two acquisition times. Change is declared
if there is a lack of coherence, and no change is declared for areas where there is
coherence. Coherence is a function of multiple factors, the dominant ones being
across-track and along-track baseline de-correlation, accuracy of image registra-
tion, environmental and man-made change, and radar system noise whether in the
radio frequency (RF) chain or due to quantization during sampling. Prior to forming
the actual coherence image, the two SLC images are wavenumber filtered [14].
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In the ideal case, when the two radar flight paths are identical, the range spectra
are fully correlated. When there is a baseline separation between the flight paths,
the uncorrelated parts of the two range spectra need to be removed by way of
wavenumber filtering prior to formation of the coherence image. Again, this dif-
ference in the flight geometries can be due to differences in the Doppler-cone or
grazing angles. From the perspective of Fourier space, Figure 4.7 illustrates the
frequency support from the before and after passes. The overlapped area comprises
the part of each spectrum that can positively contribute to the change detection
process. The parts of each image’s spectrum which do not overlap will negatively
contribute to the change detection process as they will misleadingly reduce
coherence. Coherence is therefore improved by filtering the spectra of each data
collection to allow just the overlapped spectra to be used for the creation of the
final coherence product. One of the consequences of this reduction in spectrum is a
corresponding reduction in resolution. As discussed later, this problem can be
mitigated by using a stream of VideoSAR coherence images to generate an overall
representation of coherence for a much larger aperture. Further, if the frequency
domain window weightings are applied before wavenumber filtering, the relative
impulse response of the imagery between passes is likely to change depending on
the parts of the spectra which were filtered. Hence, it is advisable that the same
window is applied to each data set after wavenumber filtering to guarantee identical
impulse responses. Note that image registration does not guarantee registration in
the Fourier space, hence the importance of wavenumber filtering. Figure 4.7(a) is
the direct representation of the two spectrums in the two-dimensional frequency
domain. Figure 4.7(b) is the unwrapped frequency domain representation and what
will remain after wavenumber filtering is indicated by the hatched area. Note that
the unwrapped spectrum is centred at 0 Hz in range and azimuth.

After wavenumber filtering, each of the images is low-pass filtered as with
ACD, to reduce speckle noise and hence false detections, but again at the expense
of spatial resolution. The images are then registered and a coherence image formed.
Given the filtered two pass image pair, r1(A,x,y) and r2(A,x,y), the coherence can
be estimated for every (x,y) pixel according to

bðA;x; yÞ ¼

PxþM=2

m¼x�M=2

PyþN=2

n¼y�N=2
r1ðA;m;nÞr�2ðA;m;nÞ

�����
�����ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPxþM=2
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 ! PxþM=2
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(4.11)

where A is the index into the back-projected VideoSAR images. This estimator is based
on M 0 � N 0 samples about the pixel of interest at (x,y), where M 0 ¼ Mþ 1 and N 0 ¼
Nþ 1 are odd numbers. The result will increase in accuracy for larger M 0 � N 0 with
sufficient image smoothing support. Image smoothing as noted above is typically
implemented according to the M 0 � N 0 pixels used to compute the b(A,x,y) estimate.
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Figure 4.7(a) Two-dimensional frequency spectrums of the two data collections –
direct representation
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It usually suffices to set M 0 ¼ N 0. b(A,x,y) ranges in value from 0 to 1, where 0
indicates no correlation and 1 indicates full correlation between the image pair.

When the coherence image indicates a high coherence (approaching 1)
between the first and second data collections, this is interpreted as meaning little to
no change. Low coherence (approaching 0) is indicative of change. The desired
revisit time between data collections is dependent upon several factors including
the desired persistence in observation, the type of change to be detected and the
temporal coherence of the existing terrain conditions.

Though CCD was originally designed to look for change between a single pair
of SAR images collected from data acquisitions repeated using the same geometry,
VideoSAR, as noted above, allows an expansion of CCD to generate a stream of
coherence images, b(A,x,y), corresponding to the two time-separated image streams
of ideally identical data acquisition geometry. The time series of geometrically
registered images must be appropriately speckle filtered at the expense of spatial
resolution. The coherence images, however, can be further filtered in time for
additional speckle reduction to generate a superior coherence product while mini-
mizing impact on spatial resolution [15]. Hence, coherence images can be gener-
ated first from corresponding single apertures which are spatially filtered, and then
corresponding groups of apertures by temporally filtering the series of coherence
images via incoherent averaging to produce a final coherence estimate. The inco-
herent averaging is performed on the magnitudes of the individual coherence
images. For a temporal filter of length J images, assuming a large enough J with
small overlap between frames, the speckle will be reduced across the J temporally
filtered coherence images reducing false change detection. The coherence image
stream does not have to be filtered or corrected for image-to-image phase differ-
ences as the temporal filtering is non-coherent. The VideoSAR Temporally Filtered
coherence estimate, bTF(A0,x,y), is expressed as

bTFðA0; x; yÞ ¼
XJ

2

j¼�J
2þ1

bðA0 þ intð jÞ; x; yÞ (4.12)

where A0 is the index into the temporally filtered coherence image stream and int is
the operator which truncates a value to an integer. The direct benefit of this
approach is that an equivalent or better coherence estimate can be achieved which
maintains the original or slightly degraded image spatial resolution. That is, M 0 � N 0

can be much smaller due to the addition of the temporal filtering of J images. The
slightly degraded spatial resolution of the spatially filtered individual coherence
images is sufficient to mitigate any error in their temporal registration through
the VideoSAR image streams. Maintaining coherence in time across the coherence
images is not a direct concern as the final coherence estimate, bTF(A0,x,y), is
derived as the average of the magnitudes of the individual coherence estimates.

To generate a final coherence image that also maintains coherence across the
complex estimate would require spatially variant phase adjustments to be made to
each individual complex coherence estimate prior to their final coherent integration.
The phase adjustments would have to be a function of the pixel positions within
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each individual coherence image and the spatial centres of their corresponding
synthetic apertures, for the entire coherence b A; x; yð Þ image stream. This can
equivalently be affected by centring the two-dimensional spectrum of each coher-
ence estimate to zero during formation and then integrating coherently.

Figure 4.8 illustrates the effects on the coherence image of various combina-
tions of spatial and temporal filtering [15]. Figure 4.8(a) is the amplitude image of
the target area as collected during the first pass. Visible in the image is a signature
of a baseball diamond beside a gravel road. Figures 4.8(b)–(d) are the coherence
images resulting from various combinations of spatial and temporal filtering.
Bright areas in the coherence image are representative of no change, while dark
areas are representative of either man-made change or environmental change such
as tree motion, or low reflectivity terrain. The two data collections were approxi-
mately 50 min apart, and each spanned a spotlight observation angle in azimuth
of slightly greater than 50�. The change that was introduced to the area under
observation between passes was a truck driving through the grass and across the
baseball diamond while pulling a wooden pallet, and a person walking by and
through the baseball diamond while dragging a garden rake. Their disturbances are
labelled in Figure 4.8(d). The coherence image in Figure 4.8(b) is based on spatially
filtering two images (before and after change), each with a minimal M 0 � N 0 ¼
5� 5 boxcar filter. Note that there is only one image in each of the before and
after samples, hence the temporal dimension in Figure 4.8(b) is limited to J ¼ 1.
Figure 4.8(c) uses the same data from Figure 4.8(b); however, a M 0 � N 0 ¼ 15� 15
spatial boxcar filter is employed, again with no temporal filtering. In Figure 4.8(c),
the resulting image noise is reduced at the expense of the spatial resolution in the
change detection product. There is a slight improvement in the visibility of the dis-
turbances left by the truck and the person. In Figure 4.8(d), the M 0 � N 0 ¼ 5 � 5
boxcar filter has again been employed for spatial filtering of each of the images, but
in this case, a VideoSAR image stream of J ¼ 24 images is used in the temporal
dimension. The smaller boxcar filter has preserved the spatial resolution while the
temporal filtering due to the non-coherent averaging of the 24 change detection
images (generated from coincident VideoSAR image pairs) has reduced the noise
such that the disturbances left by the truck and the person pulling the rake are clearly
visible. The temporal filtering introduces the additional benefit of filling in shadows
and hard targets (note the outer fence of the baseball field).

It is immediately inferred that there is a trade-off between spatial and temporal
filtering in regards to the quality and usability of the final coherence product. This
trade-off can be assessed by examination of an area of the image of uniform
coherence which is generally free from artefacts. The metric that is considered is
the standard deviation of coherence of the CCD product. Figure 4.8(e) plots the
measured standard deviation of the coherence as a function of spatial and temporal
filter sizes. Two spatial boxcar filters are examined of size M 0 � N 0 ¼ 5 � 5, 7 � 7,
and five temporal filters are examined of lengths 1, 6, 12, 18, 24. Both increasing
the boxcar filter size and increasing the temporal filter length are found to reduce
the standard deviation of the coherence. The performance of boxcar filters of size
M 0 � N 0 ¼ 15 � 15, 17 � 17 for a temporal filter length of one (equivalent to no
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temporal filtering) are included as they illustrate how the same performance can
be achieved with much smaller boxcar filters and temporal filtering. Specifically,
the M 0 � N 0 ¼ 5 � 5 boxcar filter with a temporal filter length of 24 approx-
imates the performance of the M 0 � N 0 ¼ 15 � 15 boxcar filter with no temporal
filtering and the M 0 � N 0 ¼ 7 � 7 boxcar filter with a temporal filter length of
24 approximates the performance of the M 0 � N 0 ¼ 17 � 17 boxcar filter with no
temporal filtering. Note again that resolution is not degraded with the use of
smaller boxcar filters.

Figure 4.8(b) Coherence image produced using an M 0 � N 0 ¼ 5 � 5 spatial
boxcar filter and J ¼ 1 temporal filter

Figure 4.8(a) Image number 1 produced from VideoSAR data collection before
change to the reflectivity scene

VideoSAR imaging for real-time persistent surveillance 207



The persistence of some shadows presents a problem to the automated
detection of change. False detections generally occur in low coherence areas
such as those consistent with areas of shadow (and surfaces such as asphalt
roads). The detection and masking of low coherence areas reduces false alarms.
A simple test statistic for areas of low reflectivity in both of the input images can
be derived based on the sum and differences of the images under consideration.

Figure 4.8(c) Coherence image produced using an M 0 � N 0 ¼ 15 � 15 spatial
boxcar filter and J ¼ 1 temporal filter

Truck

Person

Figure 4.8(d) Coherence image produced using an M 0 � N 0 ¼ 5 � 5 spatial
boxcar filter and J ¼ 24 temporal filter
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For example,

EDðx; yÞ ¼
XxþðM=2Þ

m¼x�ðM=2Þ

XyþðN=2Þ

n¼Y�ðN=2Þ
r1ðA;m; nÞ þ r2ðA;m; nÞj j2 þ r1ðA;m; nÞ � r2ðA;m; nÞj j2

� �
2M 0N 0

(4.13)

where the normalization is done according to the complete number of pixels used to
generate the test value. If a is the threshold against which ED x; yð Þ is compared for
determination of an area of low radar cross-section (low coherence), then Table 4.2
reflects when the pixels under test should be masked to reduce false detections for
the purposes of change detection.

Table 4.2 When ED(x, y) < a mask pixels to reduce false detection

r1ðA;x;yÞ high r1ðA;x;yÞ low

r2ðA;x;yÞ high EDðx; yÞ > a EDðx; yÞ > a
r2ðA;x;yÞ low EDðx; yÞ > a EDðx; yÞ < a [mask (x,y)]

Standard dev of coherence vs spatial and temporal filter size
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Figure 4.8(e) Standard deviation of coherence imagery as a function of spatial
and temporal filter sizes
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Figure 4.9(a) Result of averaging 19 coherence maps with a boxcar filter of
M 0 � N 0 ¼ 5 � 5

Figure 4.9(b) Result of averaging 19 coherence maps with fully flattened inter-
ferometric phase and no boxcar filter
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When non-coherently averaging the coherence images, phase flattening across
the entire J images may also be applied to ensure a consistent spectrum in lieu of, or
to minimize, spatial filtering. Phase flattening is the removal of the phase variation
due to the change in the point target’s slant range displacement or apparent height
between data collects, the latter requiring a DEM to effectively remove. This
allows the frequency spectrum to be aligned in range, increasing coherence in
unchanged areas and allowing areas of low coherence to stand out. Figure 4.9(a)
illustrates CCD achieved via spatial filtering followed by temporal filtering vs
Figure 4.9(b) where CCD is achieved via completely phase flattening all of the data
followed by temporal filtering. The immediate benefits visible in Figure 4.9(b) are
the increase in contrast without any degradation of spatial resolution.

Performance limits for change detection are bound by various sources of
error including phase noise, clutter coherence between passes and the sensor
resolution compared to the dimensions of the expected change. Temporal filtering
is an effective way to preserve spatial resolution in the generation of a coherence
map. Increasing the synthetic aperture length is another option, albeit fewer
apertures will be available for temporal filtering. Fully flattening the inter-
ferometric phase across the multiple aperture data set can also be used to reduce
the required spatial filtering. The concept described for CCD of filtering both
spatially and temporally can also be applied to the process of ACD. The temporal
filtering can again be used to reduce the speckle in the detected image stream
prior to ACD.

4.4 Real-time VideoSAR implementation

While the variety of algorithms discussed above have been researched and devel-
oped over time by post-processing data collections from SAR systems such as the
XWEAR radar, the desired end state is to have the algorithms implemented in a
flexible manner to allow for varying operational conditions and yet also produce
products in real time to support timely use. This implies a programmable, embed-
ded, high-performance computer capability that is affordable and fits within
the size, weight and power constraints of the aircraft. While this has been achieved
for traditional SAR-processing algorithms over the years [16], as mentioned above,
the straightforward implementation of the back-projection algorithm increases
the computational burden akin to the difference between a Discrete Fourier
Transform (O(N2)) and a Fast Fourier Transform (O(NlogN)). The difference
is quite significant for typical applications, moving the problem from the range of
100 billion FLoating point Operations Per Second (100 gigaFLOPS) to 1 trillion
FLoating point Operations Per Second (1 teraFLOPS). However, embedded high-
performance computing architectures have been doubling in performance per dollar
every year for more than a decade, allowing the significant improvements of
back-projection in terms of image quality and flexibility to come within reach.
In particular, the advent of high end server nodes augmented with general purpose
graphic processing units (GPGPUs) has allowed multi-teraFLOPS, embedded
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high-performance computers to meet cost, size, weight and power constraints with
the desired programmability and the ability to leverage considerable commercially
available software.

An early real-time implementation of the back-projection VideoSAR algo-
rithm was demonstrated through a joint effort between the US Air Force Research
Laboratory (AFRL) Information Directorate and DRDC. This demonstration
occurred in November 2010 involving several flights using DRDC’s Convair 580
aircraft and the XWEAR, with the real-time processing being performed onboard
by an embedded high-performance computer and software provide by AFRL.

The experimental concept was to have the Convair 580 aircraft fly circles
around a 10 km target area for persistent VideoSAR imaging at a range of 21 km
from the circle’s centre. Pulses were transmitted every 18.5 cm along the aircraft’s
flight path (roughly corresponding to a PRF of 500 Hz given the aircraft velocity).
The processing system then converted batches of 2,048 pulses into 1 km in azimuth
by 10 km in range swaths of imagery every 4 s.

4.4.1 Challenges mapping core VideoSAR algorithms
onto GPGPUs

As discussed in this chapter, VideoSAR presents an interesting and challenging set
of algorithms to be implemented under the combined constraints of cost, real-time
performance, size, weight, power and time to implement. In addition, there are
several variants of the algorithms that might be employed in different circum-
stances, so a flexible, easily re-programmable implementation is also sought. The
advent of GPGPUs provides a workhorse to address these constraints. Stemming
from the large commodity marketplace for graphical processing, but with exten-
sions to support general purpose computing (including the signal processing needed
for VideoSAR), both cost and programmability are greatly improved. Size, weight
and power can also fit within the constraints of an onboard rack of equipment, as
these are typically found in home computers. But there remains the challenge of
efficiently mapping the computationally intensive portions of the VideoSAR cap-
ability to the GPGPU architecture.

GPGPUs feature hundreds of small computational units working in groups on
the same sequence of instructions (single instruction, multiple data, or SIMD
computing style). Each of the Nvidia C2050 GPGPUs employed here featured 448
processing cores with a total memory size of 3 GB and a peak processing perfor-
mance of 1 teraFLOPS single precision or 515 gigaFLOPS double precision.

The computationally challenging part of back-projection SAR is converting
the information in every sampled radar pulse return into an update of every pixel
illuminated by that pulse. Fortunately, in this situation, every pulse and every pixel
can be treated independently. This is a tremendous advantage when parallelizing
the work to be done across thousands of cores, since they do not have to work
together and communicate amongst each other to execute the basic algorithm. The
radar returns are pulse compressed by a head node and then multi-cast to the cluster
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of back-projection nodes which form their assigned portions of the images (in this
case broken up into range swaths of 1.25 km).

As new pulses are received, they are segmented in range by the Calisto FPGA
card at the head node Xeon processor. They are then concatenated into a single pulse
covering the 10 km range to be imaged. At this point, the raw data is archived to a
high-speed disc array, as well as pulse compressed prior to distribution to the pro-
cessing nodes. Each processing node comprises a Xeon processor with two Nvidia
C2050 GPGPU boards connected through the PCIe bus. Prior to the implementation
of back-projection computations was the critical design and implementation of
efficiently distributing data throughout the system. This involved the use of multi-
buffering between the nodes using the Xeon processor and then dividing the data
and multi-buffering to the two GPGPUs. In addition, the processed imagery from the
GPGPUs had to be managed and returned to the head node without causing delays.

With an efficient data distribution implementation, efforts were focussed on
the back-projection processing on the GPGPUs which were programmed using the
CUDA programming language. Each GPGPU board processed 2,048 pulses to form
a 1,024 � 2,048 image. The main loop of the algorithm was written in-lining any
procedural routines to reduce the calling overhead and make the code easier to
analyse. The aircraft positional data calculations were moved to the main kernel to
reduce the amount of required global memory. The computation time at this point
was 15 s per image frame. However, with the goal of this experiment to produce a
new image every 4 s, the computation for each image would have to be completed
in significantly less than 4 s to allow for Input/Output (I/O) and control to occur
between frames.

The compute time was reduced to 5.1 s per image frame by changing the order
of computation from computing each pixel value across all pulses to computing all
the pixel’s values one pulse at a time. This allowed a more efficient mapping to the
GPGPU. The input pulse data type was modified from double precision complex to
single precision complex to reduce required memory and I/O, as well as speed up
computations.

Some additional computational variables were evaluated, and it was deter-
mined that single-precision floating point would be sufficient. This change allowed
the number of required registers to be reduced from 38 to 36 which allowed more
threads to be active at a time, reducing the compute time to 3.3 s per image frame.

At this point, the decision to process one pulse at a time was re-evaluated, and
it was determined that the available shared memory, which is faster than global
memory, was large enough to hold 128 input pulses. The code was modified to
process the 2,048 pulses, 128 at a time. In addition, the accumulation matrix con-
taining the output pixel values was changed from double precision complex to
single precision complex, reducing memory usage and I/O. The final optimization
was based on the observation that there were two division operations occurring
that could be replaced with a multiplication operation using the reciprocal of one of
the operands. A multiplication operation requires many fewer processor clock
cycles to complete than a division operation, reducing the overall compute time.
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This combination of changes reduced the compute time to slightly over 2 s per
image frame, well within the target of having a 4 s frame rate.

4.4.2 System overview
Figure 4.10 illustrates the system overview. The high-performance computer
(HPC) was a Linux cluster consisting of nine nodes each containing a dual quad
2.66 GHz XEON X5550 CPU. One node was the ‘head’ node, acting as an input/
output gateway for the cluster, receiving radar samples and positioning data from
the aircraft. This node also performed the pulse compression function and recorded
raw radar data, navigation data and radar control data. The remaining eight com-
pute nodes were used to produce the VideoSAR images. Each node processed 1/8
of the 1 � 10 km swath that was formed every 4 s. Each of the eight nodes had two
Nvidia C2050 GPGPUs, shown in Figure 4.11. These inexpensive components cost
around $2,200 USD each as they are driven by a large commercial market. They
performed the back-projection algorithm in a combination of single and double
precision floating point operations to produce images. Each of the GPGPUs pro-
cessed half of the image segment being formed by that node.

4.4.3 High-speed data acquisition
The data acquisition system was built upon the high-speed data capture/distribution
processor [16]. The technical challenge was to record and process a wide swath of
high resolution radar returns in real time. The data acquisition design served as the
bridge between the radar analogue intermediate frequency (IF) signal and the
embedded HPC. This necessitated implementing a system accepting a non-standard
radar data feed, augmenting it with key timing and control meta-data from the radar
control system and then relaying it to the embedded computer via a standard
computer interface. The data acquisition sub-system of the radar received an IF
signal as input, sampled it with a 2 GHz A/D convertor, captured the 10 km swath
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Figure 4.10 Real-time VideoSAR system overview
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of interest using discrete timing signals from the radar control unit and output the
digital results in a format/structure that was standard to commercially available
computers. Commercial-off-the-shelf technology, which was prototyped during a
previous project called ‘Swathbuckler’ [16], was used on this project to digitize and
distribute the IF signal to the embedded HPC. Two commercial off-the-shelf boards
were integrated into the system, the Quixilica Neptune and Quixilica Callisto cards
from Tek Micro Systems. These boards converted the radar data to a universal data
packet format acceptable to the embedded HPC and sent segments in range,
through eight 1 GB Ethernet connections, via a switch which in turn passed the data
on to the head node through a 10 GB Ethernet connection at 78 MB/s.

4.4.4 High-performance computer
The onboard HPC was used to perform two primary tasks. The first was to ingest
data from the radar data acquisition system and store it in real-time. The second
was to perform near real-time signal processing of that data to produce imagery
with a few seconds latency. The experimental objectives went beyond just forming
the images in real time. To support algorithms such as change detection between
sets of images widely separated in time and to support post-processing in the
laboratory to refine future algorithms, a high-performance data acquisition system
had to record all salient inputs, outputs and meta-data. This capability also aug-
mented the real-time operations since it allowed users to ‘reach back’ to the raw
data to further examine particular regions of interest as they wish.

The head node was used to receive the IF output from the radar frontend using
the 10 GB connection. At this point, the data was saved to a high-speed redundant

Figure 4.11 NVIDIA C2050 GPGPU card
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array of independent discs (RAID) for post-processing after the flight. The head
node also concatenated the eight channels of 16 K range samples each into a single
array of 128 K complex values, performed pulse compression and associated the
data with the ancillary data from the receiver/exciter/processor, which was received
through an additional 1 GB Ethernet connection. The resulting 128 K range bins
covered the 10 km area to be imaged and were segmented into eight sub-arrays
according to the range segment to be processed by each of the processing nodes. To
reduce the processing that would be required by the head node to calculate the exact
range segment that would be required by each processing node to image its assigned
area, the data was segmented with approximately 50% of additional overlap on
either side of the sub-swath. Performing the pulse compression operation on the
head node and then performing image formation on the processing nodes provided
full overlapping of these functions allowing the head node to collect and process a
new set of range returns while the processing nodes produced imagery from the
previous set in a pipelined fashion. Upon completion of each set of images, the
image data was sent back to the head node for storage and display on the operator
console. A subset of the imagery could also be sent via RF link to a ground station.

4.4.5 SAR image formation software
Image formation was performed using 16 Nvidia Tesla C2050 GPGPU processor
boards installed in the eight Xeon-processing nodes with 2 Tesla boards in each
node. Figure 4.12 shows the processor and data communication layout of the sys-
tem. The radar frontend supplied raw data and its associated ancillary data to a
Xeon-based head node. The head node performed pulse compression and asso-
ciated the raw data with the ancillary data which was then passed to each of the
eight processing nodes. Each processing node produced a separate segment of
the 1 km � 10 km image, approximately 1 � 1.25 km per node and then sent that
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image to the head node for distribution to the visualization stations. A publish/
subscribe communication mechanism was employed for the back-end reporting and
publishing of results. This information management tool brought flexibility to add
new publishers and subscribers during the experiment.

4.4.6 VideoSAR visualization
The VideoSAR experiment produced real-time VideoSAR imagery by producing a
large 2,048 � 16,384 pixel image, or 33 megapixels every 4 s. The imagery was
produced and stored on the sensor platform while exploiting the real-time cap-
abilities of the system by allowing a subset of the data to be visualized at a ground
station within seconds of being produced. The main challenges in accomplishing
this task were compressing the images in real time, transmitting over low band-
width connections and developing a graphical user interface (GUI) that operated
on both the airborne platform and remotely at ground stations.

4.4.7 Image compression and scaling
To solve the image compression and scaling challenge, the Intel IPP library was
used. By leveraging this library, an image compression utility was created that
could scale a 140-megapixel image to 2% of its original size in 45 ms on the Xeon
processors. This included converting the original image from complex floating
point pixel format and writing a jpeg-compressed image. In the test case, the
original image was 1 GB in size and was reduced to 30 kB. Also, when higher
resolution images were required, this utility would clip a sub-region from the
original image and deliver it in compressed form, allowing the image size to be
controlled while displaying more detail. Thus, the compression software supported
delivery of both the ‘big picture’ and high resolution of small areas over affordable
air-to-ground communication links.

4.4.8 VideoSAR GUI
In order to visualize the data that was produced onboard the aircraft and sent over
the limited bandwidth connection, an information management client was created
using the Java 2 Enterprise Edition platform. This consists of an Apache Tomcat
5.5 application server and Java Runtime Environment 6. The viewer ran as an
applet inside a web browser and the client placed the geo-referenced imagery
thumbnails on a map which allowed for higher resolution imagery to be requested
and viewed in the broader context to assist user situational awareness.

The GUI showing some SAR imagery is displayed in Figure 4.13. Each
VideoSAR image frame is roughly 1 km wide and 10 km long. These image blocks
were continuously displayed as the imagery was produced. To view high-resolution
imagery, a request would be made that specified the size of the region and desired
resolution. By clicking the map and sending a request, higher resolution imagery
would be created, transmitted and then displayed.

Figure 4.14 is a screen shot showing the results of two requests that were
made by an operator. The larger square was requested to be 500 m per side with
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Figure 4.13 VideoSAR GUI

Figure 4.14 VideoSAR GUI processing requests
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2 m pixel resolution. The smaller square (overlaid on the larger) was requested
to be 100 m per side with 0.25 m pixel resolution. By decreasing the area covered
by the image, the image size stayed between 15 and 40 kB, even though the reso-
lution was increased, providing high-resolution VideoSAR. Since the ‘persist-
request’ checkbox had been selected, these images were updated whenever the
selected region was imaged in the future – a ‘subscription’ was posted for that area
of interest.

4.5 Summary and outlook

VideoSAR as an imaging mode is also capable of producing products in addition to
change detection for exploitation. This includes: slow ground moving target indi-
cation where the uninterrupted VideoSAR persistence, when combined with the
very precise accuracy of the imagery, allows slow moving targets to be detected in
move-stop-move scenarios [17]; and three-dimensional model generation where
repeat passes provide multiple elevation angles allowing the development of three-
dimensional models of the target [18]. The concept of operation whereby the
antenna is in a persistent staring mode is amenable to generating multiple simul-
taneous surveillance modes by the sheer fact that the persistence yields a richness
of information on the target area. The same data stream can be processed for
multiple SAR and ground moving target indication functions in parallel. The uti-
lization of antennas with wide azimuth beamwidth, polarimetric channels and
multiple phase centres allows the persistent collection of wide swath/wide beam
data from which both imaging, slow- and fast-moving target indication and other
exploitation products can be derived. There is also a large trade-off space in carrier
frequency selection. The examples presented here-in were generated from the
X-band airborne radar frequency band. The requirement for foliage penetration
leads designers to systems which operate in the VHF and UHF bands. Moving in
the other direction on the frequency spectrum, the mid-to-high EHF band affords
the possibility of VideoSAR systems which can operate in environments where
Electro-Optic system performance is degraded and extremely high image frame
rates akin to full motion video are required for monitoring of fast and manoeuvring
targets [19]. Real-time VideoSAR imaging of large areas of terrain with update
rates which approach that of full motion video will continue to benefit from the
advances in computing architectures. Advances in commercial-off-the-shelf com-
puting will not only benefit the core imaging function, but the generation of the
exploitable products in time-frames which allow quick turn-around for analysis and
re-tasking of the signal processing exploitation function. Finally, the persistent
surveillance when coupled with extremely wide beam, wide swath imaging allows
target detection and tracking both forward in time and forensically to a higher
degree of fidelity than scanning radar systems. Forensically, the persistence and
history offer the benefit of allowing the coherent processing interval for slow-
moving target detection to be adapted to the clutter and target dynamics, again not
always possible with a scanning radar system [20].
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List of acronyms and abbreviations

ACD amplitude change detection

AFRL Air Force Research Laboratory

CCD coherent change detection

CPU central processing unit

DEM digital elevation model

DRDC Defence Research and Development Canada

EHF extremely high frequency

FPGA field-programmable gate array

GPGPU general purpose graphical processing unit

GUI graphical user interface

HPC high performance computer

HSDC/DP high speed data capture/distribution processor

IF intermediate frequency

I/O input/output

PRF pulse repetition frequency

R range

RAID redundant array of independent discs

RF radio frequency

RXP receiver exciter processor

SAL synthetic aperture length

SAR synthetic aperture radar

SIMD single instruction multiple data

UDP universal data packet

UHF ultra-high frequency

VideoSAR video synthetic aperture radar

VHF very high frequency

XWEAR X-band wideband experimental airborne radar
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Chapter 5

High-resolution wide-swath SAR

Ishuwa Sikaneta* and Delphine Cerutti-Maori**

Abstract

This chapter presents the principle of high-resolution wide-swath synthetic aperture
radar (SAR), a means for imaging wide areas at high resolution. The material covers
the limitations of achieving wide-swath and high-resolution with a traditional SAR,
the basic idea of using a multi-aperture SAR to overcome this limitation and current
implementations where multi-aperture (or multiple antenna) systems collect data in
an ideal configuration. Overviews of approaches to processing data collected in non-
ideal configurations, such as when the data are collected with non-uniform sampling
and/or when they are collected with a squinted system, are then introduced.

Armed with an overview, the chapter introduces the theory of multi-aperture
SAR processing with the objective of generalizing the concept of high-resolution
wide-swath to higher resolution, wider-swath SAR. This enables application of the
added degrees of freedom to other modes such as spotlight and high-resolution
stripmap. In order to present the theory and the generalizations, and in considera-
tion of possible future systems, the theory is derived in the wavenumber domain for
wideband and/or widebeam, space-based systems with special cases for narrow-
band systems presented as appropriate. In contrast to much of the current literature,
the theory views the antenna patterns as the key provider of the additional degrees
of freedom and proposes to utilize other pattern characteristics in addition to the
phase-centre separation to improve imaging. For this reason, special care is taken in
developing the antenna pattern dependence in the signal model.

The approach for signal reconstruction focuses, mainly, on the minimum
mean-square error method as it is quite general and includes, as special cases, the
well-known projection approach as well as the space-time adaptive processing
(STAP) approach. Further, it inherently, simultaneously improves the geometrical
and radiometrical resolution due to favourable weighting by the antenna pattern
and a less aggressive ambiguity prescription as compared to other techniques. The
approach also naturally incorporates other more generalized system configurations
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where, for instance, the antenna patterns have, not only different phase-centres, but
also different shapes or different pointing directions. As an added feature, the
presented method is robust against matrix inversion problems which can render the
projection approach intractable. The special case of a phased-array multi-aperture
system is presented.

5.1 Introduction

To set the stage for this chapter, let us consider the following question: is it true, for
any imaging system capable of a particular resolution, that there is a limit to the
size of area that can be imaged. Two examples, one from nature, one from science
suggest that this is true. Just as there is a limit to the height (large field of view)
from which an eagle can identify prey on the ground, there is a limit to the field of
view in a microscope observing sub-cellular structures.

Of course, a clever imager might, over time, observe a wider area by imaging
from different spatial positions and gradually building a mosaic. In the microscope
example, the user could move the slide around, while an eagle, gliding as it does,
eventually covers a relatively large area. But, as the common saying goes, time is a
commodity so one must include this factor into the cost of using the imaging system.

Perhaps a better challenge is to think of system designs where the ratio of area
to resolution (which, numerically, is better for smaller values) is improved for
acceptable design and time cost. For instance, some might argue for improvements
in the design of the human eye since, for the purpose of resolving small objects at
large distance, it is inferior to the eagle eye. For the purpose of SAR imaging, this is
the challenge undertaken by this chapter: to present system designs and associated
processing methods to improve the area to resolution factor. We start by explaining
the technical reasons behind the limitation in area to resolution for a SAR. It is
assumed that the reader is familiar with the basics of radar imaging and signal
processing.

5.1.1 The swath-resolution trade-off
A classical SAR utilizes a single antenna to both transmit and measure radar sig-
nals. The pulse repetition interval (PRI) limits the time that the radar can measure
reflected echoes from the terrain which thereby limits the swath. Wide-area sur-
veillance SAR modes tend to drive the PRI upwards so that large swaths of data can
be collected. The amount of Doppler bandwidth, on the other hand, determines
the achievable cross-range resolution of a SAR. High resolution1 requires large
Doppler bandwidths and, per the Nyquist sampling theorem, this requires a high
sampling rate or low PRI. These conflicting design specifications on the PRI limit
the wide-area surveillance capability of a single-channel SAR. In a sense, a single-
channel SAR offers the potential of a single degree of freedom; it is up to the user
to either concentrate this degree of freedom in a small area yielding localized

1From here onward, resolution means azimuth or cross-range resolution.
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high-resolution information, or to dilute it over a wider area yielding poorer
resolution. More-or-less, for stripmap SAR, the area to resolution factor remains
constant.

Initial publications on the topic [1�6] concentrated on the idea of high-
resolution, wide-swath (HRWS). This concept can be generalized to the idea of
higher resolution, wider-swath or the idea of improving the swath to resolution
ratio. For any given mode, spotlight, stripmap, scansar or otherwise, the challenge
is to determine how one can achieve higher resolution for the same swath or a wider
swath for the same resolution. For instance, can one conceive of a design to extend
a spotlight mode with sub-metre resolution to cover an area spanning several tens
of kilometres in azimuth and range?

5.1.2 Approaches to improving the swath to resolution ratio
The literature contains several approaches to improving the swath-to-resolution
ratio. Among these are waveform diversity, where orthogonal waveforms are
employed from pulse to pulse, and antenna diversity where a multiplicity of SAR
antennas is used to measure the transmitted data. The orthogonality of sequentially
transmitted waveforms allows a SAR processor to separate a signal composed of
pulse echoes from several different ranges allowing measurement of a larger
swath without loss in cross-range resolution. For such a system to operate ideally,
the waveforms would exhibit uniformly (across all lags) zero cross-correlation
functions. As discussed in [7], this is difficult to realize in practice.

Antenna diversity offers a more practical solution but suffers from the draw-
back of requiring additional hardware and more data recording capability. Multiple
antennas have been used for a variety of purposes including ground moving target
indication (GMTI) and across-track interferometry. Systems such as RADARSAT-2
and TerraSAR-X are equipped with phased-array radars which are inherently
multiple antenna systems. Data recording capability from each antenna is required
to exploit the degrees of freedom offered by the multiple antenna systems. In a
phased array with several hundred elements, it is sufficient to record the response
from several sub-apertures composed of sub-sets of the array.

Figure 5.1 provides a concrete example related to RADARSAT-2. Sixteen
vertical columns form the phased-array. With the addition of a signal-routing
switch, the system can record two receive patterns simultaneously, albeit with
fewer elements, a wider antenna pattern and smaller receive gain than the full
aperture single-channel SAR. Further, as we shall see in Section 5.4, by trans-
mitting or receiving with different antenna patterns from pulse to pulse, or time-
multiplexing, multiple antenna patterns can be obtained. Recorded data can be
grouped into different channels according to the two-way transmit/receive array
pattern and can be processed using multi-dimensional techniques such as the
HRWS techniques presented in this chapter.

For the purpose of improving the swath to resolution ratio, the multiple
antennas, either formed from a phased-array or otherwise, need to be aligned in the
along-track direction. An across-track interferometer where antenna elements
are aligned in the cross-range direction cannot help to resolve the problem.
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HRWS systems that use multiple antennas have been investigated in [1–6], and
the developed signal-processing algorithms have been applied to measured
RADARSAT-2 [4] and TerraSAR-X [6] data yielding results that validate the
theory. These algorithms, however, are limited in the resolutions that they can
process and apply only in the case of no across-track baseline.2 Although modern
antenna steering practices such as yaw-steering or total zero-Doppler steering
minimize the across-track baseline for clutter over the orbit [8], there may be
situations, as we shall see, where a large across-track baseline is unavoidable.
As will be argued in Section 5.2.3, HRWS-processing methods need to be adapted
to process high-resolution data in the case of an across-track baseline; hence, this
chapter generalizes the processing approach to accommodate data from a wideband
system where an across-track baseline may be present.

An across-track baseline might manifest due to a misalignment between the
physical antenna array and the direction of motion of the radar platform. Please
note that there will be no across-track baseline when the antennas are aligned in the
flight direction with each antenna steered away from broadside (each antenna is
squinted). This could occur when using sub-arrays of a phased-array with sub-array
weightings such that beams are steered away from broadside. In other words,
element and array-squints are different with the only latter leading to an across-
track baseline.

As illustrated in Figure 5.2(a) and (b), an across-track baseline results from
targets with an across-track velocity.

5.1.3 Outline of the chapter
This chapter presents HRWS signal processing applicable to narrow or wideband
systems where an across-track baseline component may be present in the acquisi-
tion. As opposed to lower resolution systems, one finds that the signal-processing

ADCADCADC

Σ ΣΣ

High
speed
disc

High
speed
disc

High
speed
disc

Figure 5.1 Apertures formed by combining the receive array measurements.
On the left, a single aperture formed using a single analogue-to-
digital converter after combining all antenna element feeds. On the
right, two apertures, one formed from all elements on the left half of
the array, the second formed from the remaining elements

2A system with the array of antennas exactly aligned in the flight direction.
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filters depend on the across-track wavenumber, rather than only on the Doppler
frequency (or along-track wavenumber). This somewhat increases the signal
processing burden. The other main addition is to the HRWS SAR processing
of moving targets. The material presented applies equally to airborne and space-
borne SARs.

Section 5.2 presents an introduction to the HRWS problem. This is followed by
a derivation of the signal model for a wideband system. In particular, and in con-
trast to the standard models outlined, for instance, in [9,10], special care is taken to
evaluate the antenna pattern gain functions and angles as these play a critical role in
the HRWS signal reconstruction algorithms. Section 5.4 implements this model
into the HRWS signal processing paradigm. Finally, Section 5.5 presents the
phased-array as a candidate for a multi-channel SAR that can be used for HRWS.
An example, using measured data from RADARSAT-2, demonstrates the HRWS
concept and signal-processing algorithms.

5.2 Under-sampled SAR signals

This section relates the radar antenna patterns to Doppler under-sampling.
Recall that the dynamics of motion between the radar platform and the object

or scene being imaged determine the relative rate of change of distance or range.

vps

–vps

v s(x
)

vs(x)

(a)

(b)

Figure 5.2 (a) Point of view where the clutter is stationary. (b) Point of
view where the target is stationary. An across-track baseline
is introduced

High-resolution wide-swath SAR 227



From this point onward, we shall use the expression velocity vector to mean the
relative velocity vector and range vector to mean the vector from an object on the
ground to the SAR. As described in the SAR literature (and in Section 5.3.4),
the Doppler frequency of the measured signal is proportional to the inner product
between the velocity vector and the unit vector that points in the direction of the
range vector; thus, if the relative speed of the SAR does not change over time, then
the rate of change of range takes extreme values when the velocity vector aligns
with the range vector and is zero when the velocity vector is perpendicular to the
range vector.

Typically, the SAR antenna pattern measures a finite portion of the possible
Doppler frequencies that are available due to the dynamics of motion. One may
think of the measured signal as a bandpass filtered product, with the SAR antenna
pattern acting as the filter. An omni-directional azimuth pattern would perform no
bandpass filtering while a narrow antenna pattern would filter aggressively.
A SAR samples the measured signal over both range and azimuth. If one wishes to
produce a useful representation of the scene, the azimuth sampling frequency must
support the measured bandwidth according to the Nyquist sampling theorem. If the
Nyquist sampling theorem is violated, then the imagery will contain azimuth
ambiguity distortions. Wider azimuth antenna patterns correspond to a greater
bandwidth and require higher azimuth sampling frequencies.

In the situation under consideration, we consider a set of independent mea-
surements of the scene from a set of antenna patterns, each under-sampled with
respect to Nyquist. Each of these signals considered in isolation yields a degraded
if not useless measurement of the scene due to multiple azimuth ambiguities.
Considered together, however, this chapter seeks methods to combine the
different measurements into a single adequately sampled signal yielding a useful
SAR image.

5.2.1 Note on notation
Two dimensions describe a SAR image: these are the range, r, which represents the
across-track or fast-time dimension (t ¼ 2r=c) and c which defines the along-track
or slow-time dimension (x ¼ c=ve where ve is the effective relative velocity
between the SAR platform and the object in the scene, see Section 5.3 for the exact
definition). In this chapter, we adopt a two-symbol notation for the measured scalar
signal, see Table 5.1; the first symbol corresponds to the domain of the r variable,
while the second indicates the domain of the c variable. For aesthetic reasons, we
represent the measured vector and matrix signals using a single symbol; vectors,
with lowercase bold, sðkr; kcÞ and matrices, with uppercase bold, Sðkr; kcÞ. Also
note that the symbol �y is used to denote the complex conjugate of a vector which,
for a real-valued vector or matrix, reduces to the regular transpose operation. The
magnitude of a vector will be denoted by italicized text; for instance, jrðxÞj ¼ rðxÞ.
Summation without specified limits,

P
l, denotes summation from �1 to 1.

Similarly, an integration without limits indicates integration over an infinite
domain.
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5.2.2 The multi-channel signal as a superposition of vectors
Without loss of generality, one may consider the measured signals in the 2-D
spatial frequency domain. In this domain, if one has measurements from N (pos-
sibly different) antennas, the measured signal may be represented as a vector,
zðkr; kcÞ, with each element corresponding to the measurement from each of the
different antennas in the presence of additive white Gaussian noise:

zðkr; kcÞ ¼
X

l

SS1ðkr; kc þ lkcp
Þ

SS2ðkr; kc þ lkcp
Þ

..

.

SSN ðkr; kc þ lkcp
Þ

2
666664

3
777775þ nðkr; kcÞ

¼
X

l

sðkr; kc þ lkcp
Þ þ nðkr; kcÞ (5.1)

where nðkr; kcÞ is additive white noise. In the above, kr is a wavenumber that
corresponds to the fast-time or range dimension and is related to the frequency of
the signal via kr ¼ 2w=c, where w is the radial frequency (in radians per second) of
the signal and c is the speed of light. In addition, kc is a wavenumber corresponding
to the slow-time or along-track dimension and is related to the Doppler frequency,
fx, via kc ¼ 2pfx=ve. The pulse repetition frequency (PRF), or Doppler sampling
frequency, fxp

, is related to kcp
through kcp

¼ 2pfxp
=ve.

5.2.2.1 Space-time sampling diagram
It is also useful to introduce, at this point, a very useful and simple tool known as
the space-time sampling diagram.

The space-time sampling diagram is simply a plot showing the phase-centre
positions as a function of time. It aids in determining the properties of a multi-
channel HRWS system. For example, Figure 5.3 illustrates a two-antenna system
where, when using a specific PRF and identical antenna patterns, increased spa-
tial sampling points compensate for a reduction in temporal sampling. Signal

Table 5.1 Notation for the scalar signal in various domains.
The subscript denotes the nth channel

Range Azimuth

ssnðt; xÞ Fast-time (s) Slow-time (s)
Ssnðw; xÞ Angular-frequency (rad/s) Slow-time (s)
SSnðw; fxÞ Angular-frequency (rad/s) Doppler (Hz)
Ssnðkr; xÞ Wavenumber (rad/m) Slow-time (s)
SSnðkr; fxÞ Wavenumber (rad/m) Doppler (Hz)
SSnðkr; kcÞ Wavenumber (rad/m) Wavenumber (rad/m)
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processing with these ‘optimal’ design parameters is relatively straightforward,
circumventing a need for more advanced techniques that can handle non-ideal
PRFs, as described in such papers as [1,3,11,12].

Current incarnations of such an optimal configuration include the commer-
cially available ultrafine and extra-fine modes of RADARSAT-2. Unfortunately,
restricting the PRF limits the elevation angle for data acquisition in a space-based
SAR, thus reducing the available swaths that can be collected at any given time.

Figure 5.4 provides a second example of a space-time sampling diagram for
a real RADARSAT-2 mode. In this case, two antennas measure the scene simul-
taneously on even numbered pulses, while another two antennas measure the
scene simultaneously on odd numbered pulses. This type of toggled measurement
is possible with current phased-array systems like RADARSAT-2 and ALOS
PALSAR-2, by splitting the receive antenna into two different receiving paths and
changing the sub-array weightings from pulse to pulse, see Section 5.5.1. As the
figure shows, for the chosen PRF and system phase-centre (PC) positions, spatial
sampling is not uniform; therefore, simple interleaving techniques cannot be
applied. The added phase-centre positions offer improved GMTI capability [13,14],
and, depending on the chosen PRF can also be used for HRWS imaging. Further-
more, as discussed in [15], if the PRF strays from the ideal PRF, then one must
determine how best to process the data.

5.2.3 Uniform spatial sampling
To motivate the material in the rest of the chapter, this section re-introduces the
simplest case of uniform spatial sampling using two identical antenna patterns,
each steered to broadside as illustrated in Figure 5.5. The amplitudes of the antenna
patterns are given by D0ð fxÞ and D1ð fxÞ, while the along-track positions of
each antenna are given by a0 and a1 in a reference frame that moves with the
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Figure 5.3 Ideal sampling condition where the spatial sampling points are
uniform
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radar platform. Either the PRF or the along-track positions are selected to ensure
that the ‘so-called’ anti-displaced-phase-centre antenna (anti-DPCA) condition
a1 � a0 ¼ vs=fxp

is observed, where, vs is the magnitude of the satellite velocity
vector in the Earth-centred, Earth-fixed (ECEF) co-ordinate system. This condition
yields the uniform spatial sampling. Section 5.2.5 discusses the DPCA configura-
tion as it applies to GMTI.

anti-DPCA condition: α1 − α0 = fξp

us

: D0 ( fξ) : D1 ( fξ)

Figure 5.5 Ideal sampling condition for a two-channel system
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The anti-DPCA configuration allows relatively straightforward data processing
through interleaving of the temporally under-sampled data. Once the measurements
have been interleaved, they are suitable for a standard SAR processor to ingest and
process with a PRF given by the multiplication of the number of channels and the
PRF of each channel.

Several commercially available SAR imagery products from both ALOS
PALSAR-2 [16] and RADARSAT-2 [15] are derived from the uniform spatial
sampling configuration described in this section. These systems both use a dual-
receive phased-array with PRFs chosen to satisfy the anti-DPCA-condition
configuration.

5.2.4 Uniform spatial sampling with an across-track baseline
for a narrowband system

The situation becomes slightly more complicated when the data are again collected
with the ideal PRF, but now with an array-squinted configuration that introduces an
across-track baseline, as illustrated in Figure 5.6. In this case, there exists a path
length difference between the first and second antennas and before SAR proces-
sing, the difference must be compensated.

The path length can be calculated to give an extra phase given by

J ¼ 4pða1 � a0Þsin qs

l
(5.2)

The expression can be cast into an equivalent form using the notion of a Doppler
centroid (the frequency value corresponding to the peak of the azimuth antenna
pattern), see [17]. With the relation,

fxdc
¼ 2vs sin qs

l
(5.3)

anti-DPCA condition: α1 − α0=

: D0 ( f ) : D1 ( f )

sin θs =
λfξdc
2us

fξp

us

Figure 5.6 Ideal sampling condition with an across-track baseline component for
a dual-channel system
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the extra phase for the second channel can be written as

J ¼ 2pfxdc
ða1 � a0Þ
vs

(5.4)

For an N channel system, a new sequence is created by interleaving the samples
from the N antennas; however, each antenna dataset is first multiplied by

e2ip
fxdc

ak
vs

where ak is the effective, two-way, along-track component of the phase-centre
position of antenna k relative to some arbitrary origin.

5.2.5 Uniform spatial sampling with an across-track baseline
for a wideband system

The expression in (5.2), yields a physical interpretation of the complication that
arises with a non-zero across-track baseline for a wideband system. In this
expression, the path length correction depends on the wavelength which for a
wideband system cannot be assumed constant. Accurate processing requires com-
putation of a phase correction for each of the range of wavelengths contained in the
wideband pulse.

As will be discussed later in the chapter, the presence of an across-track
baseline for a wideband system complicates the signal processing. The suite of
algorithms designed to operate in the range-Doppler domain, which have already
been published in the literature, and will be reviewed in the following section,
benefit from only requiring a single-processing filter for each Doppler frequency.
That is, the processing filters are invariant with range. This ideal feature no longer
applies in the wideband case when there is an across-track component of the
baseline. Filters which vary across Doppler frequency as well as across range
frequency need to be computed and applied to the measured data.

5.2.6 Non-uniform spatial sampling
Further complication arises when the data are not collected uniformly across space.
Practically, it is important to consider this case because the set of possible radar
imaging opportunities is much reduced by the requirement of uniform sampling.
Figure 5.4 illustrates an example of a non-uniform space-time sampling diagram
with the added complexity of toggling.

A pioneering approach to addressing the non-uniform sampling problem for
SAR is presented in [1] with other approaches presented in [4,5]. This section
introduces the general framework for processing non-uniformly sampled data using
linear filters, an approach which incorporates the three approaches just mentioned.
As a point of interest, note that [18] reports on compressive sensing as an alter-
native to linear filtering for HRWS. As the suitability and performance of this
approach has yet to match the already established capabilities of linear filtering, it
will not be discussed further.
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5.2.6.1 Linear filtering to extract signal components
The linear filtering approach applies a multi-dimensional filter in the Doppler
domain so that a scalar reconstructed signal, denoted by ZZRðkr; kcÞ, is created via

ZZRðkr; kc þ lkcp
Þ ¼ by

lðkr; kcÞzðkr; kcÞ (5.5)

The challenge is to find the vectors blðkr; kcÞ that yield the desired quality of signal.
There are a few approaches to finding appropriate blðkr; kcÞ. One method seeks to

minimize the square error between the reconstructed signal and a predetermined
desired signal. This method is referred to as the minimum mean square error (MMSE)
method. The method attempts minimization in the presence of additive noise. When
the noise is ignored, one arrives at another popular method called the projection
method. The projection method has been popularised by a series of excellent papers in
[1�3]. The derivation of these methods is discussed in Section 5.4.

The projection method has been successfully applied to data collected by
TerraSAR-X and RADARSAT-2. Reference [6] reports on the first spaceborne
demonstration of the projection approach with measured SAR data. Data were
collected using the dual-receive aperture mode of TerraSAR-X and down-sampled
in azimuth to generate under-sampled data. The paper shows how the under-
sampled data could be processed to eliminate the interfering azimuth ambiguities
and recover high-resolution imagery.

5.2.6.2 Optimal configurations for a band-limited signal
Suppose that the measured signal is given by

zðkr; kcÞ ¼
X
l2L

sðkr; kc þ lkcp
Þ þ nðkr; kcÞ (5.6)

where the set L contains only a finite number of elements (i.e. the signal is band-
limited). Suppose, further, that this set contains N or fewer elements. An optimal
configuration occurs when syðkr; kc þ lkcp

Þsðkr; kc þ mkcp
Þ ¼ 0 when l 6¼ m.

Physically, there are two ways to achieve this configuration. In the first configura-
tion, one might have antenna patterns that point in different directions or have sup-
port over Doppler frequencies that are mutually exclusive. For instance, one could
have a configuration where SSlðkr; kcÞ ¼ 0 if kc =2 ½kcp

ðl � 1=2Þ; kcp
ðl þ 1=2Þ�.

Another configuration has the vectors orthogonal to each other through the
design of the complex vector elements. As we shall see in the following material,
one instance of this configuration is where the system makes uniform spatial
sampling such as in Figure 5.3 although the generalization is to N antennas. In
previously published literature this configuration, which depends on the PRF, is
referred to as the anti-DPCA condition where the DPCA condition is well known to
be ideal for the application of GMTI. One immediate conclusion here, and as
illustrated in Figure 5.7, is that optimal GMTI configurations are not ideal for
HRWS and vice versa.

The desire is to transform the N elements of the vectors zðkr; kcÞ, which are
aliased over the main band, into an unambiguous scalar signal over multiple bands.
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5.2.6.3 SNR-resolution trade-off
When the set of vectors fsðkr; kc þ lkcp

Þjl 2 Lg are not mutually orthogonal, it may
still be possible to construct a set of vectors, fbmðkr; kcÞjm 2 Lg such that the inner
product by

mðkr; kcÞsðkr; kc þ lkcp
Þ is non-zero if m ¼ l and is zero when l 6¼ m.

Effectively, this method extracts only a component of the measured signal vectors,
while the power of the noise signal remains unchanged leading to a reduced signal-
to-noise ratio (SNR). In fact, as any two vectors in fsðkr; kc þ lkcp

Þjl 2 Lg become
collinear, the SNR goes to zero.

From the viewpoint of the space-time sampling diagram, as the distance
between any two spatial sampling points becomes zero, the reconstruction method
yields ever degraded SNR. This is only true, of course, if each antenna is identical
and points in the same direction. From a signal processing point of view, it is not
surprising that multiple samples made at the same sampling point do not change
the sampling frequency. Different HRWS processing methods yield different
results in this situation. In particular, the projection technique may lead to seriously
degraded SNR.

A 2009 campaign using RADARSAT-2 configured in its dual-receive mode
yielded a data set that is down-sampled and processed with the projection
method in [1�3]. As illustrated in Figure 5.8, these data were collected in a
configuration where application of the projection method comes at the cost of
much reduced SNR. The figure also presents an image processed with the MMSE
filter, presented in Section 5.4. This second method does not suffer from the
same loss in SNR.

In summary, when choosing the HRWS signal processing method, it is
important to consider the SNR or radiometric resolution as well as the geometric
resolution.
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5.2.6.4 Point-spread function distortions
Under the constraint of maintaining the noise level, the reconstructed scalar signal
can assume a response quite different from the usual sincð�Þ shape. As well, if N ,
the number of channels, is less than the number of elements in L, then there will be
residual aliasing in the measured signal which can manifest in the SAR image as
azimuth ambiguities. Different reconstruction algorithms, of which there are sev-
eral as discussed in, for example [19] will yield different results for a given system.

5.2.7 Section summary
This section introduced the concept of the swath-to-resolution ratio and higher
resolution, wider swath. Methods to improve the swath-to-resolution ratio using a

(a) Data processed with MMSE method.

(b) Data processed with the projection method.
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Figure 5.8 Multi-channel processed SAR imagery quad-channel mode data. The
image is of East Ottawa, with the Ottawa river running diagonally
from lower left to upper right. The zoom shows a more detailed image
of the Camelot Golf and Country Club
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multi-channel system were introduced. Through the application of linear filters, the
section set the general framework for transforming a vector of under-sampled
signals into a scalar, adequately sampled signal. It discussed some trade-offs
between the sampling configuration and the resulting image quality and, by con-
sidering path length differences, it introduced the complication that arises from an
across-track baseline. It was argued that for some special cases of multi-channel
space-based SARs, the HRWS processing can be simplified. Among these are
narrowband data measured with the anti-DPCA condition and wideband data
measured with an along-track-aligned system where the element patterns have
gains that are independent of kr i.e. the antenna gains have flat profiles across the
frequencies measured.

The next section derives the signal model for each element of the SAR vector
measurement with special attention given to the antenna patterns and phase-centre
positions as these are critical in the HRWS signal processing algorithms.

5.3 SAR signal model

This section derives the signal model for a single channel in the wavenumber
domain. The signal model applies to wideband systems and to systems with large
squints as the squint will be important for the case of an across-track baseline
component. Special care is taken to ensure that the antenna pattern gain functions
are accurately represented as they play an important role in the HRWS signal
processing section to follow. The material in this section reviews some concepts
already published in the SAR literature [9,20�23] but with greater care given to the
antenna patterns and with, in some cases, simplified derivations.

As introduced in [24], let the parameterised satellite position is given by sðxÞ,
while the point scatterer position is given by ps. In the chosen co-ordinate system,
the point scatterer does not move.

A desired baseband waveform, pðtÞ, is mixed up to the carrier frequency, w0,
to yield the transmitted signal which can be represented as the real part of

zðtÞ ¼ pðtÞeiw0t (5.7)

This signal travels down to the surface, and a delayed version returns to the radar
after reflection from the terrain. For any given x, the distance that the signal must
travel is given by

2jsðxÞ � psj ¼ 2jrðxÞj ¼ 2rðxÞ (5.8)

If the wave propagates with speed c, then the measured return signal is propor-
tional to

z t� 2rðxÞ
c

� �
(5.9)
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5.3.1 Scene measurement through multiple antenna patterns
The antenna pattern plays a critical role in multi-channel signal processing. Simple
antennas, such as the dipole antenna, and simple antenna models, such as a uniformly
excited aperture or the uniformly spaced phased-array factor, yield directivity patterns
that depend on the wavelength and have beamwidths and gain patterns which depend
on the dimensions of the antenna in a given co-ordinate system. For an antenna in the
far field, the effective antenna pattern may be represented as

An r̂ðxÞ; pnðxÞ½ � ¼ e22pi
l r̂

ŷðxÞpnðxÞDn l; r̂ðxÞ½ � (5.10)

where l is the narrowband wavelength, pnðxÞ represents the co-ordinate of the
phase-centre of antenna n in a reference frame centred on the radar platform, Dnð�Þ
is the two-way antenna pattern amplitude (the product of the transmit antenna
pattern and the receive antenna pattern) and r̂ðxÞ is the look vector defined as
r̂ðxÞ ¼ rðxÞ=rðxÞ. If the two-way antenna pattern depends on two different phase-
centres, located at pnTx

ðxÞ and pnRx
ðxÞ, then we define

pnðxÞ ¼
1
2

pnTx
ðxÞ þ pnRx

ðxÞ� �
(5.11)

The wideband generalization sees different values for the carrier wavelength in
(5.10) so that for a uniformly excited antenna, as l increases, the antenna can
measure over a larger range of angles. Conversely, as l decreases, the antenna
beamwidth narrows.

By defining 2p=l ¼ ðwþ w0Þ=c ¼ kr=2, one can write the argument to the
antenna pattern as

An kr; r̂ðxÞ½ � ¼ eikr r̂yðxÞpnðxÞDn kr; r̂ðxÞ½ � (5.12)

where now, kr is not constant, but free to wander over a range of values to
accommodate a wideband model.

The measured return signal is the superposition of the signal from various
locations in the terrain, thus, for some x, the overall return signal is given by

ssnðt; xÞ ¼
Z

An kr; r̂ðxÞ; pnðxÞ½ � gðpsÞ
r2ðxÞ z t� 2rðxÞ

c

� �
dps (5.13)

where gðpsÞ 2 C denotes a random function which represents the scattering
response of the point scatterer at ps, and the term r2ðxÞ in the denominator accounts
for the fact that in the far field, electric fields decay at a rate given by the inverse of
the range, and the expression accounts for a two-way propagation. Without loss of
generality, other constant factors from the radar equation have been omitted. In any
practical calculation that requires computation of the SNR, an account can be made
for these factors.
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5.3.2 Demodulation
If the return signal is mixed with e�iw0t, and if filters are applied to remove
unwanted images, one obtains the demodulated signal

ssnðt; xÞ ! ssnðt; xÞ ¼
Z

An kr; r̂ðxÞ; pnðxÞ½ � gðpsÞ
r2ðxÞ p t� 2rðxÞ

c

� �
� e�iw0

2rðxÞ
c dps

(5.14)

The fast-time Fourier transform (FT) of ssnðt; xÞ may be computed as

Ssnðw; xÞ ¼ PðwÞ
Z

e�i
2½wþw0 �

c rðxÞAn kr; r̂ðxÞ; pnðxÞ½ � gðpsÞ
r2ðxÞ dps (5.15)

Recall that kr ¼ 2ðwþw0Þ
c , and define kr0 ¼ 2w

c and kr0 ¼ 2w0
c , to yield the processed

fast-time frequency signal

Ssnðkr; xÞ ¼ Pðkr0 Þ
Z

e�ikrrðxÞAn kr; r̂ðxÞ; pnðxÞ½ � gðpsÞ
r2ðxÞ dps (5.16)

where Pðkr0 Þ ¼ jPðckr0=2Þj, and the absolute value has been computed by multi-
plying by the known conjugate phase of Pð�Þ. Indeed, range or pulse compression is
achieved through multiplication by the conjugate phase. For instance, if the pulse is
a chirp, then it is at this point that the chirp phase is removed.

5.3.3 Space-based SAR – orbital motion
This section derives the signal characteristics assuming angular motion. There are a
couple of reasons for presenting with this approach: first, the mathematics for
computing the stationary phase approximation are simplified (as compared, e.g. to
[25]). Second, the approach permits a relation between the physics and the
mathematics.

The approach is based upon the idea that the satellite has an instantaneous
angular velocity vector wsðxÞ in an ECFF reference frame. Euler’s rotation theorem
guarantees the existence of an instantaneous angular velocity vector. This section
also assumes that, during the period of collection of the synthetic aperture, wsðxÞ
remains constant so that we can instead denote the angular velocity vector as ws.
The direction of ws indicates the direction of the rotation axis, while its amplitude
ws denotes the rate of rotation. Figure 5.9 illustrates a three-dimensional reference
frame with ŷ axis in the direction of ws and x̂ and ŷ in the plane of rotation, with
directions relative to some arbitrarily chosen point. The Earth is not shown in the
figure because the instantaneous angular velocity vector in an ECEF frame depends
on the Earth’s angular velocity vector and the satellite angular velocity vector in an
inertial reference frame; thus, the relative position of the Earth is not well defined
although for most SAR orbits, the orbit plane would slice through the centre of the
Earth. Note that the geometry is suitable for an airborne circular SAR. The red
curve represents the path along which the satellite travels and neither the direction
of travel nor the look direction matter to the analysis. If the satellite is going
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clockwise, as viewed from above, then the illustrated target is in a left-looking
direction, if the satellite is going counter clockwise, then the target is seen from a
right-looking perspective. Lastly, wsx0, is the particular value of the parameter for
which the range vector has minimum magnitude.

The satellite equations of motion can be written via

sðxÞ ¼ rs

cosðwsxÞ
sinðwsxÞ

0

2
64

3
75 (5.17)

A particular scatterer on the ground has co-ordinates given by

ps ¼
x

y

z

2
64

3
75 (5.18)

The range vector is given by

rðxÞ ¼ jsðxÞ � psj
¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

rs
2 þ x2 þ y2 þ z2 � 2rsrxy cosðwsx� wsx0Þ

p
(5.19)

where, r2
xy ¼ x2 þ y2 and sin wsx0 ¼ y=rxy. One can now apply the relation

cosðaÞ ¼ 1 � 2 sin2ða=2Þ to see that

rðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðrs � rxyÞ2 þ z2 þ 4rsrxy sin2ðwsx=2 � wsx0=2Þ

q
¼ r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ 4rsrxy

r2
sin2ðwsx=2 � wsx0=2Þ

r
¼ r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ tan2Qsðx� x0Þ

p
¼ r secQsðx� x0Þ (5.20)

rrxyxyxyrr

ω̂s

f(ξ)ξξ

(ξ)ξξ

r(ξ)ξξ

rsr

z(ξ)ξξ

ωsξ

r

ωsξξ0ξξ

fff

ˆ

Figure 5.9 Orbital motion. The y-axis points in the direction of the rotation
axis, the z-axis and x-axis lie in the plane in which the satellite rotates.
The choice of the direction for the z-axis in the rotation plane is
arbitrary and not important for the analysis. In a slight abuse of
notation, f ¼ fðx0Þ and r ¼ rðx0Þ

240 Novel radar techniques and applications – volume 1



where

tanQsðxÞ ¼ �2
ffiffiffiffiffiffiffiffiffi
rsrxy

p
=r sinðwsx=2Þ (5.21)

and, with a slight abuse of notation, we have defined r2 ¼ r2ðx0Þ ¼ ðrs � rxyÞ2 þ z2.
Equation (5.21) can be inverted to yield

x ¼ � 2
ws

sin�1 r tan QsðxÞ
2

ffiffiffiffiffiffiffiffiffi
rsrxy

p
" #

(5.22)

The above expression will play a role in the computation of the FT, since one needs
an expression for x in the FT kernel, e�2pixfx.

5.3.3.1 Stationary phase to compute the slow-time
Fourier transform

The FT over x is given by

SSnðkr; fxÞ ¼
Z

Ssnðkr; xÞexpð�2pixfxÞdx

¼ Pðkr0 Þ
ZZ

An kr; r̂ðxÞ; pnðxÞ½ � gðpsÞ
r2ðxÞ e�iYðxÞdpsdx (5.23)

where the phase of the integrand is given by

YðxÞ ¼ �krrðxÞ � 2pfxx ¼ �krrðxÞ � 2pfxðx� x0Þ � 2pfxx0

¼ �krr secQsðx� x0Þ þ
4pfx
ws

sin�1 r

2
ffiffiffiffiffiffiffiffiffi
rsrxy

p tan Qsðx� x0Þ
" #

� 2pfxx0

(5.24)

By the rules of calculus,

_YðxÞ ¼ �krr sin Qsðx� x0Þsec2 Qsðx� x0Þ _Qsðx� x0Þ

þ 2pfxr

ws
ffiffiffiffiffiffiffiffiffi
rsrxy

p sec2Qsðx� x0Þ _Qsðx� x0Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � r2

4rsrxy
tan2Qsðx� x0Þ

q (5.25)

where the dot notation signifies differentiation with respect to x.
The stationary point is calculated by setting the right side of (5.25) to zero

which yields

kr sin Qsðx� x0Þ ¼
2pfx

ws
ffiffiffiffiffiffiffiffiffi
rsrxy

p 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � r2

4rsrxy
tan2Qsðx� x0Þ

q
¼ kcffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � r2

4rsrxy
tan2Qsðx� x0Þ

q (5.26)
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where kc is defined as

kc ¼ 2pfx
ws

ffiffiffiffiffiffiffiffiffi
rsrxy

p ¼ 2pfx
rsws

ffiffiffiffiffiffiffiffiffiffiffi
rxy=rs

p ¼ 2pfx
vs

ffiffiffiffiffiffiffiffiffiffiffi
rxy=rs

p ¼ 2pfx
ve

(5.27)

With the above relation, c ¼ vex. After some manipulation, and the reader can
check this, (5.26) can be inverted to yield

sin2Qsðxs � x0Þ ¼
1

k2
r ð1 � r2Þ

k2
r þ k2

c

2
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

r � k2
c

2

� �2

� r2k2
r k2

c

s0
@

1
A (5.28)

where r ¼ r=
ffiffiffiffiffiffiffiffiffi
rsrxy

p
. Notice that when r ¼ 0, then kr sin Qsðxs � x0Þ ¼ kc.

5.3.3.2 Simplification for large orbital radius
For a large orbital radius, one may make the approximation that r � 1 yielding the
following equations

x � �r

ve
tanQsðxÞ (5.29)

sin Qsðxs � x0Þ � kc=kr (5.30)

rðxsÞ � rkr

. ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

r � k2
c

q
(5.31)

YðxsÞ � �r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

r � k2
c

q
� kcct (5.32)

€YðxsÞ � � ve
2

r

½k2
r � k2

c�
3
2

k2
r

(5.33)

where ct ¼ vewsx0=ws. The above leads to the stationary phase approximation:

SSnðkr; kcÞ ¼ Pðkr0 Þ
ðk2

r � k2
cÞ

1
4

vekr

Z
An kr; r̂ðxsÞ; pnðxsÞ½ �

� gðpsÞffiffiffiffi
r3

0

q e�ir
ffiffiffiffiffiffiffiffiffi
k2

r �k2
c

p
�ikcct dps (5.34)

For reference, the stationary phase procedure is an asymptotic approximation
given byZ

f ðtÞeiFðtÞdt ¼ eiFðtsÞf ðtsÞ
ffiffiffiffiffiffiffiffiffiffiffi
2pi
€FðtsÞ

s
(5.35)

where ts is a stationary point, or a point such that _FðtsÞ ¼ 0. The approximation
becomes ever more accurate for increasing values of the second derivative
€FðtsÞ [26].
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5.3.4 Relation between the look vector and the velocity vector
The antenna pattern arguments depend on inner products between the look vector,
which changes over x, and the position and orientation vectors of each antenna
which in the most general setting, may also change over x. This section relates
these look vectors which change over x, to quantities that change over k.

By taking the derivative with respect to x of

rðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ryðxÞrðxÞ

q
¼ r secQðxÞ (5.36)

one obtains

vy
sðxÞrðxÞ
rðxÞ ¼ r sin QðxÞsec2 QðxÞ _QðxÞ

vysðxÞr̂ðxÞ ¼ r sin QðxÞsec2 QðxÞ _QðxÞ
¼ �ve sin QðxÞ (5.37)

In the above, the derivative of rðxÞ with respect to x is given by vsðxÞ. Thus, at the
stationary point,

v̂y
sðxsÞr̂ðxsÞ ¼ cos qðxsÞ ¼ �k sin QðxsÞ ¼ � kkc

kr
(5.38)

where

k ¼ ve

vs
(5.39)

and we have assumed that vsðxÞ ¼ vs remains constant over x. Also, qðxÞ is the
angle between v̂sðxÞ and r̂ðxÞ.
5.3.4.1 Fixed antennas relative to track
One can represent the look direction vector and some vector fixed relative to the
platform as

r̂ðxÞ ¼ aðxÞv̂sðxÞ þ bðxÞŵsþgðxÞẑðxÞ (5.40)

pnðxÞ ¼ anv̂sðxÞ þ bnŵsþgnẑðxÞ (5.41)

where ẑðxÞ is in the direction v̂sðxÞ � ŵs. The lack of an argument in the coeffi-
cients of the unit vectors in pnðxÞ ensures that the vector is fixed relative to the
platform co-ordinate system.

Now, krr̂
yðxsÞv̂sðxsÞ ¼ kraðxsÞ ¼ �kkc. Further, ryðxÞŵs ¼Const ¼

rðxÞcos fðxÞ ¼ r cos f3; hence, krr̂
yðxsÞŵs ¼krbðxsÞ ¼ cos f

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

r � k2
c

q
. These

relations yield krgðxsÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2f½k2

r � k2
c� þ k2

cð1 � k2Þ
q

.

3For left looking the sign would change to give ryðxÞŵs ¼� r cos f.
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Let

krr̂ðkr; kc;fÞ ¼

�kkc

cos f
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

r � k2
c

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2f½k2

r � k2
c� þ k2

cð1 � k2Þ
q

2
6664

3
7775 (5.42)

The antenna pattern at the stationary point can be written as

An kr; r̂ðxsÞ; pnðxsÞ½ � ¼ An kr; r̂ðkr; kc;fÞ; pnðxsÞ
� �

¼ eikr r̂yðkr ;kc;fÞpn Dn kr; r̂ðkr; kc;fÞ
� �

(5.43)

where, in the last line, we have suppressed the arguments to the antenna position
vector, pnðxsÞ ¼ pn, as it is fixed relative to the track.

5.3.5 Stationary phase solution
By combining all the computed terms, the stationary phase approximation to the
wavenumber domain representation of the signal is given by

SSnðkr; kcÞ ¼ C0Pðkr0 Þ
ðkr

2 � k2
cÞ

1
4

vekr

�
Z

An kr; r̂ðkr; kc;fÞ; pn

� � g ps½ �ffiffiffiffi
r3

p e�ictkc�ir
ffiffiffiffiffiffiffiffiffi
k2

r �k2
c

p
dps (5.44)

where dps ¼ dxdydz.
One may make a variable transformation according to

x ¼ ðrs � r sin fÞcos
ws

ve
ct

� �
(5.45)

y ¼ ðrs � r sin fÞsin
ws

ve
ct

� �
(5.46)

z ¼ �r cos f (5.47)

Under the conditions that

@ve

@r
� 1 (5.48)

@ve

@f
� 1 (5.49)

the transformation introduces the Jacobian rve=vs. With this transformation, g ps½ � !
gðct; r;fÞ

SSnðkr; kcÞ ¼ C0Pðkr0 Þ
ðk2

r � k2
cÞ

1
4

vskr

�
Z

An kr; r̂ðkr; kc;fÞ; pn

� � g r; ct;f½ �ffiffi
r

p e�ictkc�ir
ffiffiffiffiffiffiffiffiffi
k2

r �k2
c

p
drdctdf (5.50)
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5.3.6 SAR processing with adequate sampling
This sub-section shows how the W-K algorithm proceeds for SAR processing of an
adequately sampled signal in (5.50). This, ultimately could be the approach
to processing the HRWS data after the HRWS signal processing algorithms of
Section 5.4 have been applied to transform the aliased vector data into a scalar
unambiguous signal.

The measured signal is transformed into the 2-D frequency domain to provide
a new data set that is represented by (5.50). These data are then interpolated
according to a Stolt interpolation

ks

kc

" #
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

r � k2
c

q
kc

2
4

3
5 (5.51)

The operation yields

SSn ks ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

r � k2
c

q
; kc

h i
¼ C0P

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

s þ k2
c

q
� kr0

	 
 1
vs

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ks

k2
s þ k2

c

s

�
Z

An ks; r̂ðks; kc;fÞ; pn

� � Z g r; ct;f½ �ffiffi
r

p exp �i ctkc þ rks

� �� �
drdctdf (5.52)

The above shows that the interpolated data (on the left) represent a 2-D FT of
g r; ct;f½ �, over the first two variables, after it has been windowed in the frequency
domain by the antenna pattern, integrated over f and modulated by other slowly
varying terms. Recovery of the weighted integration over f follows from an inverse
FT with weighting as required to equalise the effects of the antenna pattern and
other factors.

When the data are not adequately sampled, it is not possible to identify the
frequencies on the left hand side to apply the Stolt interpolation. Therefore, before
applying the Stolt interpolation, a multi-channel processing algorithm should first
attempt to resolve the aliasing problem of the under-sampled data.

5.3.6.1 Examples of the Stolt-interpolated data
The parameters listed in Table 5.2 are used in the simulation of the point scatterer
signal. It is assumed that the data are adequately sampled. Two simulations are

Table 5.2 Satellite simulation
parameters

f0 1.405 GHz
B 500 MHz
L 2 m
fp 8 KHz
h 690 km
vs 7,500 m/s
ve 7,221 m/s
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presented. In the first, there is no across-track baseline component, while in the
second, there is an across-track baseline component which may be a result of the
configuration of the antenna or may be due to a moving point scatterer. Figure 5.10(a)
illustrates a measured antenna response for a point scatterer imaged with no across-
track baseline component before Stolt interpolation, while Figure 5.10(b) shows the
same point scatterer after Stolt interpolation. It can be seen that the response is
independent of the range wavenumber.

Figure 5.11(a) shows the antenna response for a point scatterer that has been
measured with an across-track baseline component corresponding to a squint of 4:15
degrees before Stolt interpolation, while Figure 5.11(b) shows the point scatterer
response after Stolt interpolation. It is clear that in this case, there is a dependence on
both the range and azimuth wavenumbers and as we shall see, for wideband systems,
this will require the application of a 2-D HRWS reconstruction filter.

5.3.7 Narrowband approximation
As a narrowband SAR offers some simplifications to the HRWS signal processing,
this sub-section derives the narrowband approximation from the wideband signal.

The narrowband model assumes a single transmitted wavelength or that
kr=kr0 � 1.

As computed in Appendix 5.6, this simplification leads to the following range-
Doppler signal

sSnðr0; kcÞ ¼ C0

ðk2
r0
� k2

cÞ
1
4

vskr0

An½kr0 ; r̂ðkr0 ; kc;fÞ; pn�

�
Z

e�ictkce�ir
ffiffiffiffiffiffiffiffiffiffi
k2

r0
�k2

c
p gðr; ct;fÞffiffi

r
p eikr0 r0p r0 � rkr0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2
r0
� k2

c

q
2
64

3
75dctdrdf

(5.53)

where pð�Þ represents the inverse FT of Pð�Þ.
Consider a single point scatterer located at ðr0; ct0 ;fÞ. That is gðr; ct;fÞ ¼

gðr0; ct0 ;fÞdðr � r0Þdðct � ct0Þdðf� f0Þ. In this case, one obtains

sSnðr0; kcÞ ¼ C0

ðk2
r0
� k2

cÞ
1
4

vskr0

An½kr0 ; r̂ðkr0 ; kc;f0Þ; pn�

� e�ict0
kce�ir0

ffiffiffiffiffiffiffiffiffiffi
k2

r0
�k2

c
p gðr0; ct0 ;f0Þffiffiffiffi

r0
p eikr0 r0p r0 � r0kr0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2
r0
� k2

c

q
2
64

3
75 (5.54)

The argument of pð�Þ reflects range migration. The only term that varies from
channel to channel is the antenna pattern (the only n-dependence), and this depends
solely on kc when pn aligns with x̂ðxÞ. In the narrowband case, even if the
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Figure 5.10 (a) Magnitude (stretched by an arbitrary constant for visualization)
of the response of a point scatterer with no across-track baseline.
(b) Magnitude (stretched by an arbitrary constant for visualization)
of the response of a point scatterer with no across-track baseline
after Stolt interpolation
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Figure 5.11 (a) Magnitude (stretched by an arbitrary constant for visualization)
of the response of a point scatterer with an across-track baseline
component. It is clear that the response for a given kc depends on kr.
(b) Magnitude (stretched by an arbitrary constant for visualization)
of the response of a point scatterer with an across-track baseline
component after Stolt interpolation



alignment is not perfect, the antenna pattern does not depend on r0 so the HRWS
filters that we will derive in Section 5.4 are range independent although there is a
slight dependence on the depression angle. The computation and application of a
single-processing filter reduces the processing demand.

Note that the derivation in Appendix 5.6 does not apply the method of
stationary phase. Compare, for instance, with [22] where the stationary phase
approximation is applied twice. This is worth mention because the stationary phase
approximation is asymptotic in nature and relies, for accuracy, on a large second
derivative in the phase function.

5.3.8 Section summary
This section derived the signal model for a single channel in the wavenumber
domain. The signal model applies to wideband systems and to systems with large
squints as the squint will be important for the case of an across-track baseline
component. Special care was taken to ensure that the antenna pattern gain functions
are accurately represented as they play an important role in the HRWS signal
processing section to follow. The signal model applies equally to a space-based or
air-breathing SAR.

5.4 Multi-channel processing for HRWS

With the signal represented in the 2-D frequency domain, we are finally ready to
derive the HRWS processing filters.

This section derives signal-processing methods to reconstruct an optimal
scalar spectrum for wideband SAR imaging. It is assumed that the antennas are
fixed relative to track – i.e. that one can model the signal according to (5.50).
Further, it is assumed that the antenna positions relative to track are known.
The relative motion parameters are also known, and the objective is to reproduce a
high-resolution image from the multi-channel signal which is aliased according to
the PRF.

As introduced in Section 5.2.5, the goal of this section is to determine appro-
priate choices for blðkr; kcÞ such that the reconstructed, scalar signal,

ZZRðkr; kc þ lkcp
Þ ¼ by

lðkr; kcÞzðkr; kcÞ (5.55)

is as free from azimuth ambiguities as possible and that it does not suffer cata-
strophic losses in SNR.

5.4.1 Matrix-vector model for the aliased signal
The derivation of the filters is aided by re-writing the multi-channel signal in
matrix-vector notation.
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Recall that an N -channel system measurement can be represented as

zðkr; kcÞ ¼
X
l2L

sðkr; kc þ lkcp
Þ þ nðkr; kcÞ

¼
X
l2L

Z
aðkr; kc þ lkcp

;fÞvðkr; kc þ lkcp
;fÞdfþ nðkr; kcÞ (5.56)

where

aðkr; kc;fÞ ¼

A1 kr; r̂ðkr; kc;fÞ; p1

� �
A2 kr; r̂ðkr; kc;fÞ; p2

� �
. . .

AN kr; r̂ðkr; kc;fÞ; pN

� �

2
66664

3
77775 (5.57)

and

vðkr; kc;fÞ ¼
C0Pðkr0 Þðk2

r � k2
cÞ

1
4

vskr

Z
g r; ct;f½ �ffiffi

r
p e�ictkc�ir

ffiffiffiffiffiffiffiffiffi
k2

r �k2
c

p
drdct (5.58)

The summation can be incorporated into a matrix multiplication to yield

zðkr; kcÞ ¼
Z

Hðkr; kc;fÞvðkr; kc;fÞdfþ nðkr; kcÞ (5.59)

where the matrix H is composed of the vectors a according to

Hðkr; kc;fÞ ¼ � � � aðkr; kc � kcp
;fÞ aðkr; kc;fÞ � � �

h i
(5.60)

and

vðkr; kc;fÞ ¼

..

.

vðkr; kc � kcp
;fÞ

vðkr; kc;fÞ
..
.

2
6666664

3
7777775 (5.61)

The matrix H may be fat, skinny or square4 according to the number of channels
and the degree of aliasing of a band-limited signal.

5.4.2 A cost function for HRWS processing
Let us re-write the aliased signal as

zðkr; kcÞ ¼
Z

Hðkr; kc;fÞvðkr; kc;fÞ þ nðkr; kc;fÞdf (5.62)

4A matrix of size m � n is square, if m ¼ n, skinny if m > n and fat if m < n.
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whereZ
nðkr; kc;fÞdf ¼ nðkr; kcÞ (5.63)

In fact, in the above, ideally nðkr; kc;fÞ ¼ nðkr; kcÞRectBfðfÞ, i.e. is constant and
non-zero only over the support of integration over f.

5.4.2.1 Extraction of the aliased signal components
For the time being, let us assume that we only consider a particular value of f and
that we wish to multiply the measured signal at this point by some matrix,
Bðkr; kc;fÞ, such that Bðkr; kc;fÞHðkr; kc;fÞ ¼ Dðkr; kc;fÞ where Dðkr; kc;fÞ is
some desired diagonal matrix. This desired matrix, resulting from the product,
should ideally be one that provides good radiometric resolution. A practical choice
is, for instance, the average antenna pattern. Note that if Dðkr; kc;fÞ is diagonal,
then it is straightforward to read the individual aliased components of the signal as
they will just correspond to the diagonal element of Dðkr; kc;fÞ multiplied by the
corresponding row of vðkr; kc;fÞ.

Although a particular value of f has been assumed, the range of angles over
which f varies for a typical SAR measurement is quite small, and the processing
filters are quite insensitive to changes over this small range. As far as the HRWS
processing filters are concerned, the mean value provides a suitable surrogate for
the value itself. Of course, one could create filters for a range of different f if
desired.

In particular, because, heuristically, we are interested in the signal measured
by the average antenna pattern, let the diagonal elements of Dðkr; kc;fÞ be
given by

Dllðkr; kc;fÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

n

jDn½r̂lðkr; kc;fÞ�j2
r

(5.64)

where

r̂lðkr; kc;fÞ ¼ r̂ðkr; kc þ lkcp
;fÞ (5.65)

For different values of l, the range look vector points in different directions. Our
choice of Dðkr; kc;fÞ contains elements corresponding to the signal returned from
the different directions corresponding to l (weighted by the average antenna pat-
tern). This provides a mechanism to extract the unambiguous signal.

The minimum square error approach to computing Bðkr; kc;fÞ seeks to
minimize the following cost function:

J0 ¼ jBðkr; kc;fÞHðkr; kc;fÞ � Dðkr; kc;fÞj2 (5.66)

where j � j2 denotes the Frobenius norm.
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5.4.2.2 Amplified additive noise
Before attempting to find minimum values for J0, one should recognize that if we
pre-multiply zðkr; kcÞ by Bðkr; kc;fÞ, then the additive noise term is also pre-
multiplied by Bðkr; kc;fÞ and this might adversely change the SNR. Thus, one
should simultaneously try to minimize the following cost function:

J1 ¼ EfjBðkr; kc;fÞnðkr; kc;fÞj2g (5.67)

5.4.2.3 Blended cost function
In the event that the solution to minimizing each cost function is different, a fair
trade would see the construction of a tuneable hybrid cost function given by

J2 ¼ % J0 þ ð1 � %ÞJ1 (5.68)

where % 2 ð0; 1�. The solution to this problem is computed in Appendix 5.6
yielding the MMSE filters given by

Bðkr; kc;fÞ ¼ Dðkr; kc;fÞHyðkr; kc;fÞ
� Hðkr; kc;fÞHyðkr; kc;fÞ þ 1 � %

%
Rnðkr; kc;fÞ

� ��1

(5.69)

5.4.2.4 Projection filters
HRWS SAR was first made popular through work from the Deutsches zentrum für
Luft- und Raumfahrt, Germany in a series of publications [1�3], which proposed,
mainly, the use of projection filters. This section shows that these projection filters
are a special case of the blended cost function, J2. To relate the adopted notation to
that of [3], we make the following simplifications and substitutions:

2pnðxÞ $ xnx̂ðxÞ þ 0v̂sðxÞ þ 0ŵs (5.70)

kkc $ 2pfx=vs (5.71)

Set % ¼ 1, and assume that there exists a square or fat matrix H�1ðkr; kc;fÞ such
that H�1ðkr; kc;fÞHðkr; kc;fÞ ¼ In�n where Hðkr; kc;fÞ is an m � n matrix.
The condition of square or fat for the left inverse translates into the condition that
the number of antenna channels is greater than or equal to the number of aliased
bands in the band-limited signal.

With these assumptions, and with the further simplification that all antenna
patterns are identical, (5.69) evaluates to

Bðkr; kc;fÞ ¼ Dðkr; kc;fÞH�1ðkr; kc;fÞ
¼ Dðkr; kc;fÞ½Pðkr; kc;fÞDðkr; kc;fÞ��1

¼ P�1ðkr; kc;fÞ (5.72)
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where the element in the mth row and nth column of Pðkr; kc;fÞ is given by

eikr r̂y
nðkr;kc;fÞpm ¼ e�2pi

ðfxþnfxp
Þxm

2vs (5.73)

The above expression can be compared with (31) and the transpose of (39) in [3]
to see the equivalence with the projection method. It should be noted that there is
an additional phase term in (31) of [3] which is typically very small for baselines
that are small compared to the range (a far-field approximation). Further, the
model in [3] derives from a parabolic slow-time model while, here, the signal
derives from a hyperbolic model. In very high-resolution systems, the requirement
for applying the hyperbolic model becomes ever more important for accurate
compression. Indeed, the requirement for application to very high-resolution sys-
tems lies behind the rather detailed presentation of the hyperbolic signal model in
Section 5.3.

Also note that in this special case, the matrix Pðkr; kc;fÞ ¼ Pð f Þ, i.e. it does
not depend on the range, the range wavenumber or the incidence angle. As such, a
single 1-D HRWS filter (across Doppler frequency) can be computed and applied
across the entire 2-D range-frequency Doppler-frequency domain. This property
does not depend on the signal being narrowband.

5.4.2.5 HRWS filters in the narrowband case
Recall from Section 5.3.7 that in the narrowband case,

aðkr; kc;fÞ ! aðkr0 ; kc;fÞ

A1 kr0 ; r̂ðkr0 ; kc;fÞ; p1

� �
A2 kr0 ; r̂ðkr0 ; kc;fÞ; p2

� �
. . .

AN kr0 ; r̂ðkr0 ; kc;fÞ; pN

� �

2
66664

3
77775 (5.74)

This leads to

Hðkr; kc;fÞ ! Hðkr0 ; kc;fÞ ¼ � � � aðkr0 ; kc � kcp
;fÞ aðkr0 ; kc;fÞ � � �� �

(5.75)

and HRWS filters given by

Bðkr0 ; kc;fÞ ¼ Dðkr0 ; kc;fÞHyðkr0 ; kc;fÞ
� Hðkr0 ; kc;fÞHyðkr0 ; kc;fÞ þ 1 � %

%
Rnðkr0 ; kc;fÞ

� ��1

(5.76)

These filters do not depend on the range wavenumber; thus, only a 1-D processing
filter needs to be computed and applied to the data yielding, as promised, a sim-
plification to HRWS signal processing.

5.4.3 Section summary
This section developed the HRWS signal processing methods to construct a scalar
signal with reduced or eliminated azimuth ambiguities and acceptable SNR
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from a vector of aliased signals. The section derived a set of filters that depends on
a variable parameter % which controls the level of azimuth ambiguity (or residual
aliasing) and the SNR. The choice of % ¼ 1 leads to the projection filters of [1�3].
In the general wideband case, the HRWS-processing filters are kr and kc dependant,
but for systems with no across-track baseline or narrowband systems, the proces-
sing filters depend only on kc.

5.5 Multiple channels from sub-arrays

As we have seen from the previous section, the qualities of a multi-channel
measurement for high-resolution wide-swath SAR are determined by the types and
positions of the multiple antennas. The geometrical structure of the multi-antenna
system is captured in the covariance matrix

Rðkr; kc;fÞ ¼ Hðkr; kc;fÞHyðkr; kc;fÞ þ 1 � %

%
Rnðkr; kc;fÞ (5.77)

which, in turn, depends on the relations between each pair of antennas.
The content of this section applies to the practical and already realised

phased-array radar. With recent advances in T/R module technology, the phased-
array SAR provides the simplest and most easily implementable multi-channel
SAR.

Let us assume the far-field approximation and a set of coherent antennas
(on the same clock) each with a one-way amplitude antenna pattern given by
En kr; r̂ðkr; kc;fÞ

� �
. Further, each of these antennas has an azimuth position

given by pn. The nth far-field, two-way sub-array azimuth antenna pattern, which
incorporates the displacement of the antenna and the antenna element pattern, is
given by

Anðkr; kc;fÞ ¼
X

m2T n

anmEm kr; r̂ðkr; kc;fÞ
� �

expðikrr̂
yðkr; kc;fÞpm=2Þ

�
X

m02Rn

bnm0Em0 kr; r̂ðkr; kc;fÞ
� �

expðikrr̂
yðkr; kc;fÞpm0=2Þ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
m02Rn

j bnm0 j2
r

(5.78)

where the sets of discrete indexes T n;Rn define the sub-arrays used for transmit
and receive, respectively, and anm, bnm0 record weightings that are applied before
forming the sub-arrays. The weighting by the root sum of squares of the receive
weighting coefficients serves to ensure that there is no artificial power introduced
as per the radar equation, see, for instance [27].
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5.5.1 Uniform phased-array antenna configuration
For a uniform phased-array, with En kr; r̂ðkr; kc;fÞ

� � ¼ E kr; r̂ðkr; kc;fÞ
� �

, and
pn ¼ ndp̂, where d is the distance between elements, one finds that

Anðkr; kc;fÞ ¼ E2 kr; r̂ðkr; kc;fÞ
� � X

m2T n

anmexp
	

ikrmdr̂yðkr; kc;fÞp̂=2



�
X

m02Rn

bnm0exp
	

ikrm
0dr̂yðkr; kc;fÞp̂=2



=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
m02Rn

j bnm0 j2
s

¼ E2 kr; r̂ðkr; kc;fÞ
� �Ty

xn eðkr; kcÞRy
xn eðkr; kcÞ

jRxn j
(5.79)

where Txn and Rxn are column vectors formed from the anmf g and bnmf g (aug-
mented with zeros as required), respectively, and where

eðkr; kcÞ ¼

exp
	

i0dkrr̂
yðkr; kc;fÞp̂=2



exp

	
i1dkrr̂

yðkr; kc;fÞp̂=2



..

.

exp
	

i N � 1½ �dkrr̂
yðkr; kc;fÞp̂=2




2
666666664

3
777777775

(5.80)

Figure 5.12 illustrates how different modes of RADARSAT-2 are generated
through the use of different sub-array weightings.

5.5.2 Uniform phased-array for yaw-steered systems
with no moving targets

This configuration applies to systems such as RADARSAT-2, ALOS PALSAR-2
or TerraSAR-X which all employ antenna steering across the orbit to ensure that

MODEX-1 MODEX-2 toggle 3/4

MODEX-2 switching 13/24MODEX-2 toggle 1/2

TX antenna Equivalent phase
centreRX antenna

Figure 5.12 Different modes through different sub-array weightings on
RADARSAT-2
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the antenna is aligned in the flight direction in the ECEF coordinate system. When
imaging stationary clutter, pnðxÞ ¼ ndx̂ðxÞ þ 0v̂sðxÞ þ 0ŵs and one finds

eðkr; kcÞ ¼ eðkcÞ ¼

exp
	
�i0d=2kkc



exp

	
�i1d=2kkc



..
.

exp
	
�i N � 1½ �d=2kkc




2
66666664

3
77777775

(5.81)

A further simplification is provided when the kr dependence of the element pattern,
Eðkr; r̂ðkr; kc;fÞÞ, can be ignored, i.e. that the antenna has uniform gain across the
fast-time frequencies that it can measure. In this case, the antenna pattern becomes

Anðkr; kc;fÞ ¼ E2½kc;f�T
y

xn eðkcÞRy
xn eðkcÞ

jRxn j
(5.82)

This shows that, for yaw-steered systems with no moving targets, processing
requires only a 1-D HRWS filter, even in the wideband case.

5.5.3 Simulation
Given a model of the element pattern for a phased-array, simulations for combi-
nations of sub-arrays for HRWS can be generated. The performance of the HRWS
modes in terms of the azimuth ambiguity levels, SNR, azimuth resolution and side-
lobe levels can be simulated. By varying the % parameter and the sub-array
weightings, the most suitable processing filters for a given requirement can be
determined. A particular example of a plot that can be used for such an analysis is
presented in Figure 5.13. This plot illustrates the point spread function (PSF) that is
expected from a dual-receive RADARSAT-2 mode. The peak azimuth ambiguity
levels are below �22 dB, while the azimuth 3 dB resolution is less than 5 m. The
plot shows that peak sidelobe levels are also very low at �27 dB.

5.5.4 Example of HRWS data and signal processing
This sub-section shows an example of HRWS imagery derived from RADARSAT-2
dual-receive mode data. In fact, the simulation of the previous sub-section relates to
this mode, so we have a prediction performance for the azimuth ambiguity levels and
azimuth resolution. The intention is to demonstrate the validity of HRWS processing
as well as to illustrate some of the effects of signal measurement and processing.

Data were collected using a low PRF of approximately 860 Hz, well below
the Nyquist rate for standard stripmap data. The space-time sampling diagram, illu-
strated in Figure 5.14, shows that the data are collected in a spatially highly non-uniform
pattern. The data are processed using a HRWS filter (MMSE filter with % ¼ 0:5, see
Section 5.4) to yield 5 m azimuth resolution imagery with a swath of 120 km. Although
other studies have demonstrated HRWS processing with down-sampled satellite-
derived data [6], the data of Figure 5.15 were actually measured with a reduced PRF.
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RADARSAT-2. PC stands for the two-way effective phase-centre

High-resolution wide-swath SAR 257



Figure 5.15 also shows a zoomed-in area around a harbour. There are two insets
representing this zoomed-in area. The inset on the left is derived from the HRWS
processing algorithm, while the inset on the right is created by simulating the image that
would have been collected by a single antenna system of equivalent size to the union of
the two sub-antennas. The simulated image is created by simply combining the mea-
surements from each antenna; i.e. the two signals recorded on the right side of Figure 5.1
are added together. It is clear that the HRWS processed image suffers less from the
azimuth ambiguities coming from the town adjacent to the water. Further, the HRWS
image seems to enjoy better radiometry. With only the addition of the switch, and an
increased data recording demand, new imaging modes become feasible for the system.

5.5.5 Section summary
This section discussed HRWS imaging using phased-array approach for multi-
channel SAR. It showed that along-track aligned phase-centres allow for simplified
HRWS processing. It also demonstrated how HRWS performance could be simu-
lated from various sub-array combinations.

5.6 Chapter summary

This chapter has discussed the principle of HRWS. As has already been demonstrated
with orbiting satellite systems, the approach provides a means for imaging wide

A
zi

m
ut

h

Range

Figure 5.15 Low PRF RADARSAT-2 data of Vancouver Island. The inset (left)
shows a zoom of a harbour area created using a multi-channel
measurement and an HRWS processing method, while the inset
(right) shows a zoom of the same area created by a single-channel
system (of equivalent size) using classical SAR processing
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areas in high resolution at the expense of a multi-antenna system, increased data
recording capacity and downlink bandwidth. The chapter argues that this concept
should be generalized to higher resolution, wider-swath with application of the
added degrees of freedom, offered by the multiple channels, to other modes such as
spotlight and high-resolution stripmap.

The approach for reconstruction focused, mainly, on the MMSE method as it is
quite general and includes the projection approach as a special case. As argued in
[4], it also inherently improves the geometrical and radiometrical resolution
simultaneously due to the proper weighting by the antenna pattern and a less
aggressive ambiguity prescription as compared to the projection technique. Further,
the MMSE method is robust against matrix inversion problems which can render
the projection technique intractable.

Further discussion on the comparison between various signal-processing
methods can be found in [19].

The derived signal, on which to apply the reconstruction prescriptions, was
presented with significant detail, since future systems may operate over very wide
bandwidths or beamwidths and may include instances where the data are collected
with an across-track baseline. In this case, the analysis shows that reconstruction
has to be computed at each two-dimensional frequency point. However, if the data
are not collected with a squint, the analysis shows that the processing filters can be
considered independent of the range variable.

5.A.1 Simplification of the signal model for
narrowband systems

Expand (5.50) around kr ¼ kr0 þ kr0 and take the inverse range FT to obtain nar-
rowband result. In the narrowband approximation, we utilize the relation

kc
kr 0 þ kr0

¼ kc
kr0

1 � kr0

kr0

þ . . .

� �
� kc

kr0

(5.83)

which gives

krr̂ðkr; kc;fÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2f½k2

r � k2
c� þ k2

cð1 � k2Þ
q

�kkc

cos f
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

r � k2
c

q
2
66664

3
77775

! kr0 r̂ðkr0 ; kc;fÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2f½k2

r0
� k2

c� þ k2
cð1 � k2Þ

q
�kkc

cos f
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

r0
� k2

c

q
2
66664

3
77775

(5.84)
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In the hyperbolic expression involving the range, one must exercise more care as
the range values can be quite large. The hyperbolic term in (5.50) as

r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

r � k2
c

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðkr0 þ kr0 Þ2 � k2

c

q

¼ rkr0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ kr0

kr0

	 
2
� k2

c

k2
r0

s

� rkr0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � k2

c

k2
r0

s
þ rkr0ffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � k2
c

k2
r0

r

¼ r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

r0
� k2

c

q
þ rkr0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2
r0
� k2

c

q kr0 (5.85)

where we have used

f ðuÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1 þ uÞ2 � v2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � v2

p
þ 1ffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � v2
p u þ Oðu2Þ (5.86)

One can now compute the inverse FT with respect to fast time to see

sSnðr0; kcÞ ¼ C0

ðk2
r0
� k2

cÞ
1
4

vskr0
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e�ictkce�ir
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(5.87)

where pð�Þ represents the inverse FT of Pð�Þ.
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5.A.2 Minimization of the cost function

This section seeks to find the solution Bðkr; kc;fÞ which minimizes the following
cost function

J2 ¼ %jBðkr; kc;fÞHðkr; kc;fÞ

� Dðkr; kc;fÞj2 þ ð1 � %ÞEfjBðkr; kc;fÞnðkr; kc;fÞj2g (5.88)

It is aesthetically pleasing and no loss in generality to suppress the arguments in the
above and seek a solution that minimizes

J2 ¼ %jBH � Dj2 þ ð1 � %ÞEfjBnj2g (5.89)

Upon expanding the square terms and applying the expectation operator, one finds

J2 ¼ Tr½%BHHyBy � %BHDy � %DHyBy þ %DDy þ ð1 � %ÞBRnBy�
¼ Tr½Bð%HHy þ ð1 � %ÞRnÞBy � %BHDy � %DHyBy þ %DDy�
¼ Tr½BRBy � %BHDy � %DHyBy þ %DDy�
¼ Tr½ðB � %DHyR�1ÞRðB � %DHyR�1Þy � %2DHyR�1HDy þ %DDy� (5.90)

By the linearity of the trace operation, the solution is seen to be

Bðkr; kc;fÞ ¼ Dðkr; kc;fÞHyðkr; kc;fÞ
� Hðkr; kc;fÞHyðkr; kc;fÞ þ 1 � %

%
Rnðkr; kc;fÞ

� ��1

(5.91)
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Chapter 6

SAR interferometry

Andrea Monti-Guarnieri*, Fabio Rocca*
and Stefano Tebaldini*

Abstract

SAR interferometry has been developed to estimate the precise elevation of surfaces
that reflect radar signals, thus generating digital elevation models, which can be
accurate to the metre. Further, it is possible to monitor slow motion of temporally
stable targets with millimetre accuracy. Topics as interferometric data processing,
performance evaluation, single- and multi-baseline acquisitions, mechanical
stability of the targets (coherence) and differential InSAR stacks processing
(persistent scatterers, SBAS) are introduced and discussed. The major applica-
tions for land, solid Earth and infrastructure monitoring are presented. If the radar
faces targets like forests and glaciers, where electromagnetic wave penetration
allows backscatter at different depths, it is then possible to separate the layers
using SAR tomography, also discussed. Finally, an overview is made of the most
challenging future interferometric systems, like passive bistatic companions or
geosynchronous SAR.

6.1 Introduction

Interferometric Synthetic Aperture Radar (InSAR) is a SAR data processing tech-
nique aimed at estimating any variation of the phase component of two or more
SAR images acquired along the same (nominal) orbit. The new generation of high-
resolution SAR systems deployed since 2006 (RADARSAT-2, ALOS, TerraSAR-X,
CSK and Sentinel-1A) are designed also to sustain InSAR applications (orbit
stability, spatial resolution, definite look angles).

Synthetic Aperture Radar Interferometry (InSAR) from satellite platforms
allows mapping topography to less than a few metres and surface deformation
to the millimetre. It is widely used in seismology and vulcanology, for oil and
gas reservoirs and gas storage monitoring and for infrastructure surveillance.
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Reliable tools and methodologies to infer geophysical parameters from InSAR
outcomes have been developed.

In this chapter, the technological tools to develop InSAR will be introduced
and discussed, and the main applications will be summarized, starting from the
creation of digital elevation models (DEMs). Then, the effects of the temporal
stability of the targets will be considered, namely the interferometric coherence will
be introduced. The impact will be then studied of the compensation of the flat Earth
contribution to the interferometric phase, i.e. the induced spectral shift of the data
due to the multiplication by a spatial sinusoid, that has a frequency dependent
on the baseline. It is then recalled that the wrap-around of the spectrum due to
this frequency shift should be avoided, with a proper prior expansion of the data
resolution. The correlation between the two images, namely the coherence is then
introduced and its diagnostic impact briefly discussed. Co-registration of the image
couples be it based on the complex data or on the moduli is then discussed.
Multiple aperture interferometry (MAI) is then introduced, and the Delta k tech-
nique, be it in range or azimuth is recalled. The temporal changes of the path length
are then analysed, either due to terrain motion or to the tropospheric water vapour.
The statistics of this all important phase contribution are discussed. Further phase
noise sources due to volume penetration (to be recalled again in the sections
devoted to tomography), as well as soil moisture changes are discussed. Finally, the
methodologies to use interferometry for terrain motion analyses, i.e. the persistent
scatterers (PSs) or small baseline subsets (SBAS) are introduced. The possibility of
three-dimensional (3D) measurements is discussed. Finally, applications to studies
of subsidence due to fluid injection or extraction are discussed. The effects on
infrastructures are finally recalled. Then the effect of penetration in the medium is
studied, and tomography is briefly recalled. The formation of the cross track
antenna is discussed and the applications to real data (forests and ice) are discussed.
A short discussion on the possible future of InSAR concludes the chapter.

6.2 InSAR generalities

The InSAR technique is based on the exploitation of the phase components of two
SAR images of the same area [1–3]. Each focused SAR image (SAR focusing is not
discussed in this chapter) is composed of a real and an imaginary part, or equiva-
lently, each pixel in a SAR image has an amplitude component, related to the
amount of the energy backscattered by each surface target, and a phase component.
The latter is related to the travel path length and to the electromagnetic reflectivity:
it is composed of a large number of integer periods and the measured fractional
phase component. We describe the InSAR technique here for satellite SAR
systems, but the same methods are also applied, with small adjustments, to InSAR
data acquired by aircraft. The result of the application of InSAR is the so-called
‘interferogram’, that is the pixel-to-pixel difference of the phase components of two
SAR images covering the same targets.
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A satellite SAR can observe the same area from slightly different look angles.
It can be done simultaneously (two radars, or one transmitter and two receivers,
should be mounted on the same or close by platforms) or at different times by
exploiting repeated orbits. The distance between the two satellites’ antenna
phase centres in the plane perpendicular to the orbit is called the ‘interferometer
baseline’ (see Figure 6.1) and its projection perpendicular to the slant range is called
the ‘normal baseline’.

The normal baseline is one of the key parameters of SAR interferometry.
The SAR interferogram is generated by cross-multiplying, pixel-by-pixel, the first
SAR image by the complex conjugate of the second. Thus, the interferogram
amplitude is the amplitude of the first image multiplied by that of the second one,
whereas its phase (called interferometric phase) is the phase difference between the
two images.

The speed of electromagnetic waves in a vacuum is constant: once the relative
positions of the source and the target are known within a wavelength, then the
travel path from the source to the target and back can be determined within a small
fraction of the wavelength, using the phases of the return. The resolvable fraction
depends on the emitted power and the radio frequency bandwidth. The frequency
bandwidth determines the range resolution and the ability to separate neighbouring
targets. In the case that only one stable target is present in a SAR resolution cell and
its return is identifiable, its two-way travel path can be determined to a fraction of
the wavelength, l, with a dispersion much smaller than the range resolution. The
variance of the one-way travel path s2

d is related to the measured phase variance

Master

Slave
Baseline

Azimuth

Slant range

Ground range

Normal
baseline

Figure 6.1 Geometry of a satellite interferometric SAR system
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through half the wavelength:

s2
d ¼ l

4p

� �2

s2
f � l

4p

� �2 1
2SNRi

� l
4p

� �2 1
SNR

(6.1)

SNR being the signal-to-noise ratio of the single image (roughly half that of the
interferogram SNRi). Thus, provided that the reflectivity of the target is significant,
e.g. SNR ¼ 10, the phase dispersion is less than the dispersion of the travel path
(in wavelengths) due to the SNR, and it is a very small (�2.5%) fraction of the
wavelength itself. In other words, if a target is visible against the background, its
distance in phase cycles can be measured very well [3], better than using complex
amplitudes. This is due to the bandpass character of the radar signal. More on this
topic will be discussed in Section 6.7.

However, two problems remain: the absolute phase of the target is unknown,
and while the medium between source and target is indeed mostly vacuum, it also
includes the atmosphere and water vapour at lower elevations [4,5]. Therefore, we
need more information to calculate the effective travel path. In order to get rid of
these two effects we have to change the measurement from absolute phase to
doubly differential, in time and space. If we consider two subsequent passes of the
satellite, assume that the reflectivity of the target is stable, and that the target
position stays the same in the two passes, then the difference of the two phase
returns will not depend on the phase of the target. This interferometric measure-
ment will measure only the changes of the target distance from one pass to the next.
This would work, if we knew exactly both the medium delays (atmospheric phase
term) and the position of the satellite with a precision smaller than l; however,
this turns out to be difficult, if not impossible [86]. Therefore, we measure
the travel path changes with respect to that of a reference point in the image. The
effects of the uncertainties of the atmospheric delay and of the position of
the satellite, now referenced to a fixed point in space, will be reduced even if they
still affect the final accuracy. In conclusion, we have to differentiate in time to
remove the unknown phase of the target, assuming it is stable, and in space to
mitigate the effects of inhomogeneities of the medium and the uncertainties in
the orbit of the satellite [6–10].

6.3 Digital elevation models (DEM) from the
interferometric phase

After some calculations, and taking into account that the distance from the targets is
much larger than the baselines, the path length change Dr can be approximated as
the scalar product between the baseline vector, ~B, and the range versor, ~ur:

Dr ¼ j~Rsj � j~Rj � ~B �~ur � 2
Bnqs

R
(6.2)

It depends on the range R and the vector components of the displacement of the source
Bn and target qs that are orthogonal to both the line of sight (LOS) and to the orbit.
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The interferometric phase change is approximately:

Df ¼ 2pDr

l
¼ 4p

l
Bnqs

R
R � Bn; qs

(6.3)

The component due to qs can be split into two contributions: one dependent on the
height q over a horizontal plane and the second dependent on the slant range
abscissa s on that horizontal plane. For small elevations, both depend on the angle
of the incident radar beam with respect to the vertical, q in Figure 6.2

qs ¼ q

sin q
� s

tan q
(6.4)

This second component has to be removed if we wish that only the topographic
height change q is reflected in an interferometric phase change. Notice that this
removal entails the multiplication of the range data times a sinusoid as the abscissa
s is proportional to the range and thus the phase shift is proportional to the range.
A spectral shift ensues that will be discussed later. Then, we name altitude of
ambiguity qa the altitude change correspondent to a 2p phase change: it is inversely
proportional to the baseline:

qa ¼ lR sin q
2Bn

(6.5)

Equations (6.3) and (6.5) can be combined to get a linear relationship between
elevation and phases:

Df ¼ 2p
q

qa
(6.6)

R

Bn (Normal baseline)
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Ground range
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q

q

~q

B

Rs

Figure 6.2 Geometric parameters of a satellite interferometric SAR system
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So, we are able to interferometrically measure target heights locally (and then
globally) over a ground plane (the DEM) provided that the targets are stable and
that the atmospheric effects are small, which may not be true for repeat-pass
interferometry but is always true for single-pass interferometry.

We notice that (6.6) is an approximation to be used for a rough performance
evaluation. However, if two simultaneous SAR observations are given of the same
target, the combination of the two target ranges (two spheres), and one target
Doppler (namely, one of the two squint angles with respect to broadside, geome-
trically correspondent to a cone) can be elegantly inverted to provide analytically
the exact location of the target in the 3D [11].

6.4 Phase unwrapping and DEM generation

The flattened interferogram provides a measurement of the relative terrain altitude
that is ambiguous. Indeed, the phase variation between two points on the flattened
interferogram provides a measurement of the actual altitude variation plus an
integer number of altitudes of ambiguity (equivalent to an integer number of 2p
phase cycles) as shown in Figure 6.3. The process of adding the correct number of
altitudes of ambiguity to the interferometric fringes is called phase unwrapping.
Notice that the phases can be at times extremely noisy, be it due to small ampli-
tudes of the returns or to the mechanical instability of the scatterers. Thus, to
extract topography from a single interferogram is unadvisable. If more than one
interferogram is available, and even better if they have different geometries, say,
ascending and descending orbits are used, then the combination can lead to the
unique determination of the height. In the simplest case of the same geometry and

Δφ = 4πΔφ = 2πΔφ = 0

Figure 6.3 Differential phase representation in the zero Doppler plane
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different baselines, the Chinese remainder theorem can be used to obtain a unique
answer that, however, will only be as good as the used phases. In general, multiple
geometries with a few single passes interferograms, or many multipass inter-
ferograms have to be combined to yield good topographies. This has been achieved
on a global scale first with the NASA Shuttle Radar Topography Mission [12]
flown in 2000 (last global data release in late 2015, 30 m ground resolution,
absolute height error lower than about 8 m with 90% probability) and then with the
Tandem X mission of the DLR [13] (flown from 2010 and completed in 2015) that
with a 12 m resolution yields an absolute vertical precision better than 4 m [14].

However, in case of need, there are several techniques and codes for phase
unwrapping [2,3,15,16]. Most of these minimize the norm of the error between the
gradients of the reconstructed phase field and those measured by the wrapped
phases, see Figure 6.4.

Single interferogram phase unwrapping does not have a unique solution and
a priori information should be exploited to get the right solution. This is obvious as
a tower as wide as a pixel and as tall as desired can always be hypothesized to exist.
Then, in order to propose a reasonable solution one could use, say, the norm L2

(least squares). One would then minimize the mean square difference between the
rewrapped unwrapped phase (the phase gradients along azimuth and range due to
topography, but made smaller than p, and larger than p) and the phase changes
measured from the data [15]. The ensuing topography is easy to find but has little
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Figure 6.4 Top row: real and wrapped topography. Bottom row: L2 (left) and L0
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significance, as the wrapped topographical phases do not even match exactly the
measured data. A better choice, even if more expensive computationally, is to
minimize L0 i.e. the number of instances where the wrapped topography does not
match the data. In principle, the easy way to unwrap would be to find a path
between any two points of the map along which the cycle count can be carried out
without mistakes, at least hypothetically. In [17], unwrapping is carried out by
imposing the consistence between the topography reconstructed by ascending and
descending combinations.

A summary of all the steps involved in DEM generation is represented in
Figure 6.5.

6.5 Coherence: the temporal stability of the targets

In principle, we can measure the interferometric phase relative to a single bright
target, such as a man-made radar corner cube reflector. In general, many natural
targets are contained in a resolution cell, and therefore the return is a combination
of many small contributions, making the received signal a random variable. If all
the imaged objects stay the same from one pass to the next, the resulting phase
change due to the baseline or surface motions can be well measured. However,
the random combination of the returns of the reflectors within the cell may yield
a low total signal return, and might therefore be sensitive to even small amounts of
additive random noise. Further, some of the targets in the cell may disappear

1 – Interferogram

2 – Flattening

3 – Phase unwrapping

4 – Geocoding, phase to height

5 –  Asc+desc combination

Figure 6.5 Main processing steps for DEM generation from single baseline
pairs [16]
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or change amplitude or phase. So, the correlation between the two images could be
quite small or even zero in the case of water, or fluids, or tall vegetation. In general,
this correlation coefficient, that is indicated as coherence, can be quite useful for
diagnostic purposes, just to be able to appreciate the mechanics of the scattering
mechanisms. Notice also that in order to estimate a correlation coefficient, we need
more than one sample (with one sample the correlation is biased to 1). In substance,
the estimate of the coherence is biased if the number of samples is too small.
With N samples, the bias and the variance of the estimate of the coherence g are
approximately [2,3]:

ĝ �
ffiffiffiffiffiffiffi
p

4N

r
; s2

ĝ �
1 � g2ð Þ2

2N
N � 4 (6.7)

In order to reduce the dispersion of the interferometric phase, one of two actions
can be taken: either only stable points with high amplitudes are considered, or the
complex returns of N (typically N > 4) neighbouring resolution cells have to be
added together, before calculating their phase change, assuming it to be very
similar. In the case that the returns of the neighbouring cells are independent, the
number of combined returns is named number of looks. As the look returns are not
quite the same in the two passes, the dispersion of the average phase is provided by
[18,19] (see Figure 6.6):

sj ¼ 1ffiffiffiffiffiffiffi
2N

p
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � g2

p
g

(6.8)

where g is the absolute value of the coherence, namely the amplitude of the
correlation coefficient between the returns in the corresponding resolution cells in
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Figure 6.6 Interferometric phase dispersion (degrees) as a function of the
modulus of the coherence for different number of looks (NL)
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the two passes. Due to noise, be it of mechanical or electronic causes, the modulus
of the coherence is never one and it decreases with time, as more and more changes
of the targets take place.

The loss of coherence, or decorrelation can be directly related to SNR:

g ¼ 1

1 þ SNR�1 ! 1 � g ¼ SNR�1

1 þ SNR�1 � SNR�1 (6.9)

If we combine (6.8) and (6.9) we get the phase standard deviation in (6.1): that is if
the SNR is large and thus g is close to one, and we have enough looks (homo-
geneous samples) to average, the same phase accuracy is obtained from point or
distributed targets.

The coherence has an important diagnostic power [16,20–28]. Besides random
noise, the changes with time of the scattering properties of the target are relevant to
determine its coherence. Water bodies have low coherence because of their con-
stantly moving surface and therefore appear black in the usual coherence images.
Motion and change of vegetation also affect coherence. Leaf motion will usually
cause a total loss of coherence but this does not imply that areas of vegetation will
always appear with zero coherence. Radiation will often penetrate the foliage,
at least partially, and can be backscattered by the terrain underneath or by the trunk
and the branches of the trees, which are mechanically much more stable and will
therefore contribute to the coherence. In general, trees, if deciduous, will show high
coherence during the winter season when there are no leaves and less coherence in
summer due to foliage effects [22]. Similarly, different types of vegetation will
show different 1 day coherence values depending on the height of the plant and on
the length of the leaf that, if too short, could be practically transparent to the C-band
radiation of satellites [23].

Multitemporal interferometric analysis of the coherence and the amplitude of
the backscatter can therefore contribute to the detection and classification of forests
and of vegetation in general [24], see Figure 6.7. The joint use of coherence and
the amplitude of the backscatter allows for a better image segmentation. While the
amplitude of the returns depends on the electromagnetic structure of the target, the
coherence is mostly related to its mechanical stability. For instance, in open
vegetated fields, the level of the coherence is approximately linearly related to
the biomass and to the height of the crops [23]. Other causes of coherence loss
should be properly taken into account, for example, the wind speed could be con-
sidered using meteorological information [25]. Another application of coherence is
forested – non-forested area segmentation, for example to find the extent of forest
fires. In addition, areas of freeze and thaw in permafrost regions can be detected,
and deciduous forests can be separated from the coniferous ones [28]. The pene-
tration of the radiation in dry ice can be evaluated using the volumetric effect
and the change of coherence with baseline [29–31]. In general, seasonal effects can
be appreciated, using the regular series of satellite images available in selected
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locations [32]. Thus, multi-temporal techniques make it possible to identify the
seasonalities of the coherence connected to plant growth and to the visibility of the
terrain in the background; they lead to segmentation techniques with results not so
far from those obtainable with optical techniques, in good weather [33]. Examples
of multi-temporal coherences are shown in Figure 6.8, C-band, and Figure 6.9,
X-band. Notice the quite different time constant, �40 days in C-band [34], and
�1 day in X-band [35].

It is important to remark that polarimetry adds a new dimension to coherence
and interferometry and new satellite missions are being studied [36,37] that will
make use of polarimetric interferometry to optimize the investigation of forests,
identifying their height above ground. Lower frequencies like P- and L-band that
penetrate forests will be used also for tomographic applications, namely to estimate
the vertical structure of the penetrated medium.
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Figure 6.7 C-band 1-day repeat pass SAR coherence (left), and 35 days
coherence (bottom right) and histogram (top right). White: Zero
coherence is achieved for water and fast moving targets. Red: very
small coherence for densely vegetated areas. Green: medium
coherence is achieved for agricultural fields (up to one month).
Blue: exposed rocks, dry terrain and urban areas show high
coherence (even after several years). Yellow: de-correlation due to
man activities
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6.6 Baselines, coherence and wavenumber shift

The presence of the orbit-separation baseline induces an interferometric fringe
gradient on a horizontal plane; this is the flat plane correction discussed in Sec-
tion 6.3. If the frequency of this sinusoid reaches 2p across each ground resolution
cell of length d, the spectral shift equals the data spectrum and the correlation
coefficient and therefore the coherence will be zero. The baseline that corresponds
to the annihilation of the amplitude of the interferogram is named critical base-
line, Bcr. We can compute its value by imposing Dr ¼ l in (6.3) with q ¼ 0 for
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Figure 6.8 C band multi-temporal coherence, Sentinel-1, Val Padana land.
Top: absolute values colour coded with coherence, 8-Dec-14;
3-Mar-15 (left) and 19-Feb-15; 3 Mar-15 (right). Bottom left:
median of coherences measured in pairs from 10-Oct-2014 to
20-Apr-2015. Right temporal de-correlation (mean and standard
deviation as error-bar) and exponential fitting: the decay time is
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a ground length d:

Bcr ¼ lR

2d cos q
(6.10)

With baselines shorter than Bcr, in order to carry out the subtraction of the phase
due to the horizontal plane fringes, we will have to multiply one of the two images
used to produce an interferogram with a complex sinusoid and, as stated, to shift its
spectrum with respect to the original one. The complex sinusoid makes one cycle in
a resolution cell if the baseline is critical. Hence again, this shift is equal to the
radiofrequency bandwidth when the baseline is critical. Once again, we then see
that if the spectra of the two images will become frequency disjoint after the shift,
the image correlation (the coherence) will drop to zero. For baselines over critical
values, only slopes nearly oriented along the LOS could be coherent. Remember
that the resolution of the data should be expanded by interpolating on a finer mesh
prior to multiply times the flat earth correction. Otherwise, the spectrum would
wrap around.

For sub-critical baselines, if we limit the frequency spectra of the two images
to the overlapping part, as in Figure 6.10, the coherence will be restored, even if
the spatial resolution of the single images is reduced, see Figure 6.11 [38,42].
However, notice that the full resolution interferogram carries no further informa-
tion: non-overlapping spectral components are indeed independent.
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Figure 6.9 X band absolute values colour coded with coherence, in
different seasons (CSK data courtesy of ASI) over a vegetated
area in Neuchatel (CH). Elevation of ambiguity is 45 m (left)
and 100 m right. Notice that vegetation de-correlates in just
1 day
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Figure 6.11 Effects of range and azimuth filtering on the final interferogram.
A simulated interferogram of Mt. Vesuvius has been generated
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to geometry and to the azimuth spectral shift, (a Doppler centroid
difference of PRF/3 was assumed). The other two pictures represent
the interferogram phases and coherence maps achieved by
performing azimuth Common Band filtering [39], and azimuth
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6.7 Co-registration

The co-registration step is fundamental in the interferogram generation, as it
ensures that each ground target contributes to the same range, azimuth cell in both
the master and the slave image.

In an ideal case of perfect parallel orbits and aligned acquisitions, the
co-registration would only need to compensate for the different geometry due to the
different view angle. This would be compensated by a proper cross-track stretching
of one image. In practice, the co-registration should account also for: orbits
crossings/skewing, different sensor attitudes and topographic heights, different
sampling rates (maybe due to different PRF, sensor velocities, etc.) and along track
shifts. The required transformation is mainly composed of:

● a small rotation of the two images;
● a range and an azimuth ‘stretch’ (change in sampling rate);
● further second order effects.

By co-registering the amplitude images, it is possible to measure motion along the
range and azimuth directions using also the pixel offsets. The dispersion of the
estimate of the displacement can be obtained from the following formula [40–42]:

sd ¼
ffiffiffi
3

p

p

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � g2

2Mg

s
(6.11)

where sd is the dispersion of the estimate of the displacement, normalized to the
sampling interval, g is the coherence and M is the number of the independent
pixels whose moduli are used for the estimate. Notice how this dispersion is larger
with respect to that related to the phase and thus the wavelength, to be recalled in
the next section, which is much smaller than the pixel size.

In order to better calculate the range shifts, the Delta k technique (in range) has
been proposed [43–45]. Practically, the range bandwidth is split in three sub-bands.
The lowest and highest frequency sub-bands of the two images are made to interfere
(L ¼ Low1 * Low2’ and H ¼ High1 * High2’). Then the phase difference between
the two interferograms (phaseH–phaseL) is a function of the relative phase versus
frequency ramp, i.e. the relative delay and thus the co-registration error. The results
of this method are practically as good as the theoretically optimal ones that identify
the delay from the maximum of the cross correlation between images 1 and 2. The
advantage, with respect to the cross correlation maximum, is in the removal of phase
shifts common to both sub-bands like topographic or atmospheric effects [44]. This
advantage comes at the price of a slightly lower sensitivity and rapid decay if the
coherence becomes too low. Then, it is better to enhance the smoothing of the two
initial interferograms, but thus one loses part of the common phase independence
advantage, as that common phase has to be constant in the entire window. Anyway,
range delays are also measurable coherently with the phase shifts, as observed.

Not so in the case of azimuth shifts, where this methodology is useful and
is named MAI. However, in order to make this methodology more effective, the
equivalent azimuth resolution should be increased. This could be done by squinting
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(physically or in processing by sub-looks generation) the radar beam forward and
aft and thus emulating a shorter transmitting antenna. So, MAI can be done if the
same area is imaged twice with two different squints. This happens in the so-called
TOPS acquisition mode used in Sentinel 1 [45–47], where the antenna is progres-
sively squinted forward in bursts to accelerate acquisition and thus allow multiple
swaths. The overlapping edges of the bursts or the overlapping edges of the swaths
are seen twice, but with different squints, and there the equivalent azimuth reso-
lution could reach 2 m with respect to the usual 20 m. Along these overlaps, a high
quality of the azimuth co-registration is obtained, and thus a good recovery of the
NS motion component, as will be seen in Section 6.12.

In the Figure 6.12 we show the dispersion of the estimate of the azimuth shift
(10log10sd [m] versus coherence) in the case of Sentinel 1 burst overlap (1 every 20
km, in IW mode) as a function of the total number of pixels in the window. The
total number of pixels in a burst overlap is about 200,000 so that 1 mm dispersion
should be obtained if the motion is constant there and the coherence is about 0.6.
The sub-swath overlap is 2 km, namely 400 pixels, but in this case, the Doppler
shift is approximately constant along azimuth and could also be small. On the
average, it will be about one-half of that of the inter-burst and therefore the dis-
persion increases. However, in a length of 20 km the sub-swath overlap contains
4*105 pixels. If this overlap is exploited, it should be possible to reach a dispersion
lower than 2.8 mm, more than 50% of the time. So, the peculiarity of the TOPS
mode yields an interesting technique to measure the N-S components of the motion,
on a tectonical motion scale.
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Figure 6.12 Standard deviation (dB m) of the azimuth (along track) shifts
measured by MAI in the case of Sentinel-1 IW TOPS mode, as
function of the coherence and for different number of looks
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6.8 Terrain motion measurement through
the interferometric phase

Let us now suppose that some of the point scatterers on the ground slightly
change their relative position in the time interval between two SAR observations
(as, e.g., in case of subsidence, landslides, earthquakes . . . ). In such cases the
following additive phase term, independent of the baseline, appears in the inter-
ferometric phase.

Dfd ¼ 4p
l

d (6.12)

where d is the relative displacement of the target projected on the slant range
direction. It is thus evident that after interferogram flattening, i.e. after the removal
of the flat terrain phase contribution and the ensuing frequency shift, the inter-
ferometric phase contains both topographic and motion contributions:

Df ¼ 2p
qa

q þ 4p
l

d (6.13)

qa being the elevation of ambiguity, (6.5), that ranges for tens to hundreds of metres in
space-borne SARs [3]. The sensitivity of SAR interferometry to terrain motion is then
much larger than that to the altitude difference. In C-band, 2.8 cm motion component
in the slant range direction would generate a l interferometric phase variation. As an
example, the differential interferogram of the Bam earthquake that struck the Kerman
province of south-eastern Iran on 26 Dec 2003, is shown in Figure 6.13.

Figure 6.13 Envisat SAR image amplitude, colour coded with interferogram
phase, of BAM area, achieved by combining two co-seismic
images: 3 December 2003 and 11 February 2004, with a baseline
close to zero
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In the general case, (6.13) can be rephrased by splitting the differential inter-
ferometric phase fint into five terms [6,48]:

Df ¼ jf þ jtopo þ jdispl þ jatm þ jerr (6.14)

They are, respectively, the ‘flat Earth’, the topographic phase, the displacement
phase, the atmospheric term and the error phase. The first term deals with the SAR
acquisition geometry, see (6.4), and can be easily removed thanks to the very
precise knowledge of the orbital position and trajectory. The topographic phase is
related to the normal baseline, see (6.3–6.6), and can be removed, together with the
first, by exploiting an precise DEM – or by planning nearly zero baselines (as in
Ground Based Radar, or for the ESA satellite Sentinel 1).

The third term in (6.14) is due to displacement of the ground surface that
causes changes in the sensor-to-ground distance, the second contribution in (6.13).
This component is the target of the differential interferogram that provides a map of
satellite-to-target distance change. Although DInSAR is the actual processing
technique used for measuring displacements in most geophysical applications, the
more general term InSAR is often used in the recent geophysical literature for
interferograms that are corrected for topography. Another term that distinguishes
the type of InSAR is ‘repeat-pass interferometry’ where the data are acquired on
repeated passes of the radar, as opposed to ‘single-pass interferometry’ where two
radar antennas are used to acquire SAR data from two locations in one pass for
measuring topography (across track interferometry) or target motion (along track
interferometry). The DInSAR technique measures the projection of the displace-
ment vectors along the satellite LOS. This means that DInSAR measures the result
of the projection of the North, East and Up components of three-dimensional sur-
face displacements into the LOS. However, we have shown in Section 6.7 how two
different LOS measures can be combined to solve for the 2D components of the
displacements.

The same principle of MAI has been exploited in single pass airborne SAR
with two antennas – properly displaced along track and two beams for each antenna
to provide 2D estimation of ocean currents [49].

6.9 The atmospheric contribution to the
interferometric phase

Signal delays through the water vapour in the atmosphere results in InSAR phase
changes [the atmospheric phase screen (APS)] that are correlated in space and
time [5,50–52]. The rms value of the delay is about 1 cm two-way, non-dispersive
with frequency. The APS depends on the time of day [day more variable (worse)
than night], the season (summers worse than winters), the latitude (tropics worse
than polar regions) and the topographic height (valleys worse than mountain tops).
It can be partially estimated using numerical weather predictions, satellite mea-
surements and GNSS corrections [53–56]. Weather models predict well the vertical
profile of water vapour when the stratification is stable. Satellite instruments,
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including MODIS and MERIS, can measure total column water vapour at say tens
of metres spatial resolution during the day where there are no clouds, while GNSS
is good for total column water vapour measurements with high temporal resolution
at continuous GNSS stations, but with an about 7 km spatial resolution [56], as all
the satellites in view are used to average the atmospheric contribution.

Examples of APSs derived from InSAR are shown in Figure 6.14.
The correlation function of the APS is approximately exponentially decreasing

with space and time but vastly changing with weather conditions. Thus, the fol-
lowing quantities represent rough estimates. The correlation length is about 10 km
[57]. Emardson et al. [58] used GNSS to show that (on average) the error from the
troposphere (1s standard deviation of path delay in mm) is: s ¼ m � La [mm],
where m, a are typically 2.5 and 0.5 and L is the separation of the observations in
km. So 10 mm is a typical error at �20 km, but at 100 km, a length scale we need
for inter-seismic deformation, the error is more like 25 mm. The time-space
variogram, that is the mean delay power of two measures displaced in time by

+3.6 cm

July

August

September
–3.6 cm

Figure 6.14 Top row: atmospheric phase screens computed from PSInSAR [48],
left: superposed to the amplitude image of Paris; right: evaluated in
a 30�30 km area near Bologna (It) in different months1. Bottom:
Sentinel-1 12 days (1/3/2015, 13/3/2015) interferogram over Italy,
DEM compensated2. The residual phases (superposed to amplitudes)
are mostly due to differential water vapour

1CSK Data are courtesy of ASI.
2� [2015] Copernicus. Reprinted, with permission, from http://www.esa.int/spaceinimages/Images/
2015/06/Italy_interferogram, id 341143.
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Dt and in space by Dr has been assumed isotropic in the atmospheric turbulence and
has been introduced in [59]:

s2
APS Dt;Drð Þ ¼ s2

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dt

t0

� �2

þ Dr

r0

� �2
s

(6.15)

where r0 � 10 km, t0 � 10 h and s0 from 100 to 800 mm2, fitting the statistics from
the literature and from InSAR measurements, see Figure 6.15. It should be noted
that most of the delay comes from turbulence within the boundary layer, the lowest
1–2 km parts of the troposphere [60].

Numerous studies have attempted to mitigate the impact of variations in neu-
tral tropospheric delay on interferometric observations. As observed before, the wet
delay can be estimated independently using data from space-borne radiometers
such as MERIS or MODIS [61] and the full neutral delay from continuous GNSS
measurements [56,60]. These are generally insufficient since radiometers only
work in cloud-free, daylight conditions and the GNSS-network station density is
too low in most parts of the world to form a sufficiently dense correction. Attempts
have also been made to use high-resolution numerical weather models for particular
areas of interest to predict the neutral delay (water vapour and dry atmospheric
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pressure) [58]. The results from these are promising for the longer wavelength
components of the delay field – Foster et al. [62] suggest that up to 60% of the
long-wavelength signal can be explained by weather models – but recovering short-
wavelength features has proven difficult.

The alternative approach has been to use the InSAR data itself to estimate the
APS, either through simple stacking [63], or time series methods such as permanent
scatterers [6,48], and SBAS [8]. These methods rely on the assumption that the
atmospheric delay is random in time, and then it becomes feasible to remove it from a
sequence of InSAR acquisitions spanning many epochs. The error in linear rate is
strongly dependent on the revisit time and length of observation. The unwanted ran-
dom delay can be reduced with statistical averaging or stacking; about 20 acquisitions
are needed to get to about 1 mm-level delay. Missions like Sentinel-1, with their short
revisit times will reach this number of passes within a few months. Notice that, as
current space-borne SAR missions are sampling the troposphere with intervals of days
and with interferometric techniques, there is no way to retrieve the absolute multiple
of l/2 from time to time, then integration with GNSS, MERIS or other measures is
needed for meteorological applications [61]. This could be solved in possible future
geostationary SARs, that have continuous time observation capabilities [64].

6.10 Other phase noise sources

In PS Interferometry (PSInSAR) [6,48], very high quality performances are
achieved by assuming that only one dominant stable scatterer was present in each
resolution cell. This is seldom the case in reality, whereby most of the interfero-
metric stacking approaches [8,65,66,72] bases on distributed targets, where many
elementary scatterers are present in each resolution cell, which eventually may
change in the time interval between two SAR acquisitions. The main effect of the
presence of many scatterers per resolution cell and their change in time is the
introduction of phase noise.

Three main contributions to the phase noise should be taken into consideration:

1. Phase noise due to temporal change of the scatterers, as discussed in
Section 6.5.

2. Phase noise due to spatial changes of the viewpoint, that is, different look
angle, as discussed in Section 6.6.

3. Phase noise due to volume scattering. We can roughly make two different cases:
3.1 A finite number of targets is placed randomly in a volume – that is not

they are not lying on any planar surface;
3.2 Homogeneous scatterers are distributed in a volume, such as for snow or

dry terrain.

In the first case, the rough surfaces, decorrelation can be evaluated, for a
uniform distribution of scatterers within a vertical box of size Dq, [38,67] as:

1 � gR ¼ 1 � sinc
Dq

qa

� �
� 1

6
p2 Dq

qa

� �2

(6.16)
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where the approximation holds for Dq much smaller than the elevation of ambi-
guity, qa. Similarly, for a Gaussian distribution of the terrain heights over a plane
with standard deviation sq, the decorrelation is:

1 � gz ¼ 1 � exp � s2
q

2q2
a

 !
� 2p2

s2
q

q2
a

(6.17)

This can be a major limitation in providing DEM on rough surfaces, like dense and
tall forests [68].

The case of a volume filled with homogeneous scatterers over a ground layer
(Random Volume Over Ground [69]) has been approached in [70]. For infinite
volume depth, the complex coherence describes a circle in the complex plane, see
Figure 6.16:

gz ¼
1

1 þ jp d=qnað Þ (6.18)

d being the one-way power-penetration depth and qna the ambiguity elevation
in (6.5):

qna ¼ qa

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 � sin2q
n2 cos q

s
(6.19)

corrected by a term dependent on the refraction index (qna � qa if n � 1). Notice
that no decorrelation is found when the penetration is much smaller than the

d >> qna

d = qna/π

d = 0

Figure 6.16 The coherence due to homogenous medium describes a blue circle in
the complex plane (the unit circle is represented for reference)
according to the ratio between the one-way power-penetration depth,
d, and the elevation of ambiguity, qna [70]
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ambiguity elevation, d � qna, whereas total decorrelation results when penetration
exceeds qna. For small penetration, the decorrelation:

1 � gz ¼ 1 � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ p2 d2=q2

na

� �q � p2 d2

q2
na

(6.20)

compares with the volumetric cases in (6.16) and (6.17).
Phase shifts and amplitudes losses come together. This could be a very good

insight for soil moisture extraction [71,74].
Finally, as we have pointed out in Section 6.6, coherence can be totally

recovered, by spectral shift filtering [38], for targets on a flat surface and baseline
less than critical. When the baseline exceeds the critical, coherence is always zero,
and no interferometric information is obtained out of a distributed target. This does
not apply for point targets that is PSInSAR.

6.11 Multipass methodologies: persistent scatterers
and small baseline

In order to better measure slow ground motion and to be able to remove the
atmospheric artefacts, numerous multi pass methodologies have been introduced,
and first the permanent (or persistent) scatterer methodology PSInSAR [6,48,67]
and the SBAS [8]. We need long time series of observations to be able to evaluate
the stability of the targets. Long-term, high-coherence interferograms are rare, see
Figures 6.7 and 6.8, as sooner or later many pixels will undergo some changes
(due to vegetation growth, soil moisture changes or local ground motion) that lead
to random changes in the returned phase. Nonetheless, there will usually be many
individual pixels that remain unchanged even for decades. Typically, these corre-
spond to poles, reinforced concrete, outcropping rocks, etc. However, in order to
identify such stable points, we first have to remove the effects of the APS that
randomizes all phases, and this is done using a non-linear bootstrap process. First, a
reference point that is a priori deemed stable is determined. Then, its phase is
forced to be constant, throughout all the images, just by adding a proper, image
dependent, phase shift to compensate for the locally changing water vapour delay.
If this assumption holds true, then the neighbouring stable points, due to the spatial
correlation of the water vapour, will also appear as stable. Thus, a network of
stable points (PSs) is progressively identified. This network allows estimating
locally and then interpolating the low spatial frequencies of the water vapour
disturbance. Once estimated, the APS can be removed too, and then many more PSs
will appear that allow a long-term estimate of the motion, relatively to those
additional pixels. This rather simple situation is made more complex by the limited
stability of the satellites, in the past decades. The orbital tubes have been rather
wide and therefore these significant baselines added another random phase shift
due to the imperfectly known height of the target. Hence, not only the motion of the
target with time but also its height has to be estimated. As the baselines are known,
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this adds another parameter to those to be estimated. To have reliable detection, and
for a good estimate of motion and height for each pixel, the use of at least 15–20
images is indicated. Keeping the orbital tubes narrow, the impact of topography
becomes lower, and the use of lower quality DEMs can be acceptable. On the other
hand, using wider tubes, the height of the PS provides useful additional informa-
tion. Further, the high short-term coherence may induce blunders. Persistence may
be traded with short time coherence.

If narrow orbital tubes are maintained, the use of SBAS methods for long-term
motion estimation becomes feasible. In this method, the effect of topographically
induced bias is lowered, and only the atmospheric bias remains to be controlled.
Further, if the interferograms can be chained in a continuous sequence, the water-
vapour related phase that adds in one interferogram will subtract in the next, so that
the sum of the phases of all the interferograms will only be affected by the atmo-
spheric delay in the first and last acquisition. It will be even better if the weights of
the interferograms to be combined are tapered down at the extremes, so that the
impact of the first and last APS vanishes. Moreover, as the common bandwidth is
always significant due to the small baselines, once the small residual topographic
phase contributions have been removed, the interferograms may be smoothed and
therefore the number of pixels sharing the same interferometric phase will grow.
The dispersion of the phase decreases, and the interferograms, notwithstanding
the presence of the spatially smooth atmospheric disturbance, can be unwrapped
more easily. Hence, the absolute phase changes can be calculated. Finally, the
interferograms can be stacked, the total motion calculated and the atmospheric
disturbance averaged out from the easily unwrapped smoothed data.

If the baselines are widely dispersed, phase unwrapping and spatial smoothing
becomes impossible as the fringes become very dense. In this case, the data have to
be grouped into several sets, each corresponding to a small interval of baselines.
The coherence within the set will increase, but the phase histories of the different
sets have to be connected, as the epochs of the interferograms will be sparse.

The two methodologies, SBAS and PSInSAR, yield similar results when the
baselines have small dispersion: the PSs methodology is computationally more
expensive, but has the advantage of a denser set of stable points and a better esti-
mate of the atmosphere. In the case that the PSs are very dense, as in desert or urban
areas, the two methodologies yield very similar results [72].

In a new version of the PS algorithm, SqueeSAR [67,73], the temporal
smoothing can be obtained by considering the covariance matrix of the pixels in the
same spatial window along all the takes. If one strong scatterer is persistent, then
the covariance matrix has a strongly dominant eigenvalue, and the phases of the
correspondent eigenvector will carry the motion information. In the case that we
have some temporal changes, we may approximate the covariance matrix
neglecting all its eigenvalues, but the largest. The phases of the correspondent
eigenvector can be assumed to be a good estimate of the phase history of the data in
that window, as if the target imaged in the window corresponded to a single PS.
The more the pixels in the window, the better will be the estimate, as long as the
pixels share the same motion. Hence, adaptive windows, based on the commonality
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of the nature of the neighbouring pixels have to be used [67]. However, care has to
be taken, as PS and Distributed Scatterers with different time behaviour may
coexist in the same window. Then, the phases of the eigenvector will follow the PS
or the DS depending obviously on their relative amplitude but also on the coher-
ence decay of the distributed scatterers. In Figure 6.17, we display the average
phase behaviour with time of the sum of a PS (a sinusoid with time, 50 images) and
of distributed scatterers (2000 looks). The simulation has been carried out for
C-band where the de-correlation time of DS is 40 days approximately. The total
duration of the experiment (in years) is on the x-axis, while the temporal behaviour
of the phase (z-axis) is shown along the y-axis. The figure shows the average of 100
runs. Notwithstanding that the DS to PS power ratio is 23 dB; still the PS prevails if
the duration of the experiment is longer than 5–6 years.

6.12 3D displacement measurements

Using ascending and descending orbits, as well as different incident angles, it is
possible in principle to retrieve the full 3D character of the ground motion, as the
matrix yielding the 3D components from those recovered from the different
LOS, has full rank. However, the sensitivity to the East West component is about
6 dB lower than the vertical component and the North South by up to �10 dB, at
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Figure 6.17 Phase behaviour of a cell containing a PS and Distributed Scatterers
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not move. The decorrelation time for the DS is 40 days and the total
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mid-latitudes [75]. The N-S motion is retrieved using co-registration methodo-
logies (see (6.11)). Using high resolution satellites like TerraSAR-X or CSK in the
SPOT mode, with resolution of less than 1 m, it should be possible to reach cen-
timetre precision with 1400 looks i.e. on areas of the order of 36� 36 m. With a
200� 200 m resolution, the dispersion would fall to 2 mm, quite interesting for all
applications. The synergy between different types of platforms is therefore to be
welcomed for 3D motion applications. Further, MAI can be used [76], and an
example is given in Figure 6.18 referred to Napa quake observed by Sentinel-1.
A very interesting result has been shown in the case of the Illipel Chilean earth-
quake, where use is made of the burst overlap double squint of Sentinel-1 [46].

6.13 Applications of differential InSAR: land subsidence
and infrastructure monitoring

One of the most relevant application of multi pass techniques is the measurement of
slow movements in urbanized areas where the coherent targets are more numerous
and easily identified and studied [77–80]. The driving causes of subsidence
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Figure 6.18 Estimation of the 2D (across-track and along-track) components of
the Napa quake (24-Aug-2014) deformations by Multi Aperture
Interferometry applied to the coseismic Sentinel-1 Stripmap Mode
image pair: 07-Aug-2014 and 31-Aug-2014 [47]
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measured in urban areas includes: (1) subsidence due to rise and fall of the water
table or extraction/injection of water or other fluids; (2) subsidence from soil
compaction in manmade fill; (3) subsidence measured over buildings and infra-
structures as the consequence of the deformation of the substrate; and (4) sub-
sidence due to subsurface mining or tunnelling have been compared with the
vertical displacement rates obtained by levelling of benchmarks surrounded by
coherent pixels. The standard deviation of the difference between SAR and level-
ling data projected in the radar LOS is about s¼ 2.0 mm/year.

The soil compaction due to the expansion of the city over alluvial valleys is the
main factor controlling the observed subsidence. In more detail, these driving
factors are the in situ effective stress conditions, the related compressibility and
viscous characteristics of the loaded soils, the thickness of the compressible stra-
tum, the time since loading and the entity of loading.

In the case of significant fluid extraction from or injection into a reservoir, the
surface deforms measurably over time. Thus, deformation studies prove useful in
deducing spatial and temporal changes in the reservoir pressure. As many mea-
surements can be made over time, the progression of the deformation can illustrate
the progression of the fluid in the reservoir, and therefore allows inferring data
on the permeability of the reservoir itself. The minimum variation in volume, at
2 km reservoir depth, able to generate a displacement of about 1 mm for different
values of Poisson’s ratio, is shown in Figure 6.19 where it is also apparent that the
ground motion is not very sensitive to the rigidity of the medium [81,82]. Hence,
diffusive travel times are not very sensitive to the exact geo-mechanical properties
of the overburden. InSAR represents the most suitable and cost effective technical
choice for this monitoring. By and large, the volume is conserved at least as an
order of magnitude and the correspondent subsidence has a radius equal to the
depth of the reservoir (Figure 6.19).
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It is also relevant to discuss the needs for timeliness in reservoir deformation
monitoring. In [81], in the case of extraction of oil, for Steam Assisted Gravity
Drainage, it is shown that the fluid extraction causes micro-seisms. They can be
monitored and their sources located in the active areas of steam injection in the
reservoir. The uplift of the terrain follows the micro-seisms after about 5 to 6 days.
A shorter revisit time and fast delivery of the acquired SAR images can be fun-
damental to ensure a safe monitoring activity dedicated to mitigate the risk of fault
reactivation due to fluid injection or extraction.

InSAR data were used as tool for CO2 sequestration monitoring for the first
time in the In Salah Gas Storage Program [82–84]. This represents a CO2 seques-
tration effort associated with an active gas reservoir and roughly, 1 million metric
tons of CO2 per year are re-injected in the flanks of the gas reservoir. The field is
part of a large structural anticline, intersected by several faults. The reservoir itself
is about 20 m thick, and horizontal wells extract the natural gas. Satellite data were
gathered to monitor the CO2 injection. 26 and 19 images were exploited using data
from two Envisat tracks. After 842 days, a peak subsidence of about 5 mm was
observed, displaced to the east of the three horizontal wells. The high quality of the
measurements revealed reactivation of a fault with offsets of a few millimetres. The
fault triggering may indicate the cracking of the cap rock, and it could be followed
by a possible CO2 leakage, if the crack gets to the surface. Surface deformation is
also useful to predict and model the behaviour of a producing reservoir. In the same
location, subsidence related to the gas production was observed, before the injec-
tion of CO2.

6.13.1 Infrastructure monitoring
InSAR can offer a useful contribution to the analysis and the study of the area of
interest during the feasibility and preliminary project phase of any infrastructure
development [85,92]. Measuring surface movements over time allows the recon-
struction of the local surface dynamics to be used for the planning of linear infra-
structures like railways or highways.

The Cassia-Monte Mario tunnel, North of Rome, was monitored in its con-
struction phase. The tunnel construction was suspended in 1984. In upgrading
works in November 2004, a sudden mudflow created fractures and displacements
up to the surface, with a subsidence of tens of centimetres. InSAR was used to
assess the extent of the area affected by the ground deformation, approximately
1 km2. Ascending and descending geometries were considered and a total of 306
satellite radar images were used from ERS-1, ERS-2 and RADARSAT-1.The area
was found to be relatively stable between 1992 and 2000, with displacement rates
of about 2–3 mm/year, see Figure 6.20. Displacement rates increased between 2003
and 2008, with velocities ranging between 15 and 30 mm/year. A full stabilization
was reached in 2006. Displacements occurred mostly along the vertical, and hor-
izontal motions pointed towards the tunnel.

A second example is given in Figure 6.21, where the Alps base tunnel velocity
maps in the years 2008–2011 are shown.
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6.14 SAR tomography of penetrable media

Synthetic aperture radar (SAR) tomography (TomoSAR) is an emerging technol-
ogy to provide access to the 3D structure of illuminated media by jointly focusing
multiple SAR acquisitions. The use of SAR data to derive 3D information was first
suggested in the 1990s in [95,96], whereas the first large scale demonstration
using airborne data was given in 2000 by Reigber and Moreira [97]. Since then,
TomoSAR has received increasing attention by different research groups world-
wide. Possible applications include 3D urban reconstruction and monitoring
[98,99], forestry [100–102], 3D analysis of snow-pack [103], ice sheets [104,110]
and glaciers [106].

In the urban situation, as hard targets do not allow penetration, TomoSAR
allows the separation of targets that are superposed within the same radar cell, in a
laid over situation. This situation, typical of urban canyons and skyscrapers, is
analysed in depth in Chapter 8.

In this section, we discuss the alternate case of medium penetration, achievable
say in forests, vegetated areas and glaciers too, if lower frequencies like L-band
(1.25 GHz) or P-band (435 MHz) are used. The discussion is supported by results
from studies carried out in the frame of airborne and ground-based campaigns by
the European Space Agency (ESA).

6.14.1 TomoSAR imaging principles
The basic principle of TomoSAR is relatively simple and well known. By flying the
Radar along multiple trajectories nearly parallel to each other, it is possible to
create a 2-D synthetic aperture, resulting in the possibility to focus the signal not
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only in the range, azimuth plane, but also in the whole 3-D space [97,98].
Assuming that each image within the data stack has been resampled on a common
master grid, and that phase terms due to platform motion and terrain topography
have been compensated for, the following model holds:

dn r; xð Þ ¼
ð

P r; x; eð Þexp �j
4p
l

bne

� �
de (6.21)

where dn(r, x) is the pixel value at the range and azimuth coordinates (r, x) in the
nth single look complex image of the data stack; bn is the normal baseline relatively
to a common master image; l is the carrier wavelength; e is the elevation coordi-
nate; and P(r,x,e) is the average scene complex reflectivity within the slant range,
azimuth resolution cell [105] as depicted in Figure 6.22. It follows after (6.21) that
the SAR multi-baseline data and the scene complex reflectivity within each reso-
lution cell constitute a Fourier pair. Hence, the latter can be retrieved by (inverse-)
Fourier transforming the data with respect to the normal baseline:

P̂ r; x; eð Þ ¼
X

dn r; xð Þexp j
4p
l

bne

� �
(6.22)

A sketch of this concept is shown in Figure 6.22. The SAR resolution cell is split
along elevation into several tomographic resolution cells. The geometrical resolution
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Figure 6.22 Tomographic imaging
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in range and azimuth direction is the same as conventional 2D SAR, that is:

Dr ¼ c

2B
; Dx ¼ lR

2Ls
(6.23)

where c is the wave velocity in vacuum, B is the pulse bandwidth, Ls is the synthetic
aperture length (in azimuth) and R is the stand-off distance from the imaged target.
Resolution in elevation depends on the total length of the synthetic aperture in
elevation, usually referred to as baseline aperture bap, see also (6.5):

De ¼ lR

2bap
(6.24)

6.14.2 Real data processing
TomoSAR signal processing involves a number of challenging aspects as compared
to conventional 2D SAR focusing.

In the first place, the quality of tomographic imaging is significantly deter-
mined by the relative positions among the flights. The achievement of fine vertical
resolution and absence of sidelobes is often a difficult task to accomplish when the
number of baselines is limited, which pushes for the employment of enhanced
imaging techniques. In most cases, tomographic imaging is carried out by decou-
pling focusing in the range-azimuth plane from focusing in elevation. This approach
allows casting tomographic processing in terms of a one dimensional spectral esti-
mation problem, enabling the employment of signal processing techniques that
provide enhanced resolution capabilities and sidelobe rejection [111,112].

In the case of high 3D resolution data, however, a relative range and azimuth
cell migration is expected to occur from one pass to another. In this case tomo-
graphic processing needs to be carried out in all three dimensions at the same time
[105,114,115].

Another fundamental requirement to enable 3D data focusing from repeat pass
data is that the knowledge of the antenna phase centre position in all flights is
accurate enough to predict variations of the distance travelled by the wave to within
an accuracy much better than the system wavelength. The location accuracy of
navigational systems is usually adequate to correctly predict the distance variation
over a synthetic aperture along a single flight line, thus ensuring correct signal
focusing in the 2D space. Yet, it might fail to provide the required sub-wavelength
accuracy concerning the location of one flight line with respect to another. This
results in focused SAR images to be affected by space varying phase disturbances,
commonly referred to as phase screens, which may easily turn out to be critical for
TomoSAR imaging, possible effects ranging from sidelobes to complete defo-
cusing. For this reason TomoSAR data-sets require quite often a pre-processing
phase calibration step [113].

Finally, the issue has to be addressed of the effects of the changes of reflec-
tivity from one pass to the next. Then, the tomography appears blurred, as happens
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with medical scans when the target moves. However, there is a solution, and that is
of acquiring in single pass each baseline, as in single pass interferometry. This is
the rationale for future bistatic interferometers such as Tandem-L and SAOCOM-
CS [107,108]. By measuring single-pass InSAR coherence at different baselines,
one can measure the autocorrelation function of the data with respect to baseline.
Then, given the autocorrelation function, one gets the power spectrum by Fourier
transformation, hence the distribution of the power of the reflectivity along the
vertical direction.

6.14.3 Applications
The application of TomoSAR to forestry has been increasingly considered in the
last 10 years by many research teams worldwide, mostly in the frame of future
spaceborne missions such as BIOMASS, Tandem-L and SAOCOM-CS. An
example of the sensitivity of TomoSAR to forest vertical structure is provided in
Figure 6.23, drawn from [109]. In this case, TomoSAR was used to produce
intensity associated with different heights above the terrain (top row). Then, each
intensity map was analysed by evaluating how it correlates to above ground bio-
mass (bottom row). The results clearly indicated that contributions from the ground
level are poorly or negatively correlated to above ground biomass (AGB) and
strongly vary with topographic slopes, whereas the 30-m layer is significantly
correlated to AGB (for all polarizations) [109]. This finding is easily interpreted
by considering that ground scattering is contributed by many other factors than
biomass, such as terrain topography, moisture, extinction. Accordingly, TomoSAR
helps retrieve the part of the signal that is most informative about forest above
ground biomass [109].

Recent experiments at X- and Ku-Band have shown that TomoSAR observa-
tions can be used to recover the vertical structure of snow-pack with a resolution of
few centimetres [103]. That study revealed the presence of inner layers, which were
shown to match direct measurements of hand hardness. TomoSAR was also
observed to be sensitive to wave propagation velocity within the snow-pack, which
was shown to correlate to the apparent tilt of the bottom layers, see Figure 6.24.

TomoSAR was also employed to illuminate alpine glaciers (at L-Band) and ice
sheets (at P-Band) [104,105,110]. In the study in [100], in particular, a direct
assessment of TomoSAR capabilities was provided by comparing the results
against 200 MHz GPR data. Results clearly indicated sensitivity to internal struc-
tures such as firn bodies and crevasses, and a penetration down to the bedrock 50 m
below the ice surface. An example is shown in Figure 6.24.

6.14.4 Polarimetric SAR tomography
In the frame of a tomographic campaign, the addition of polarimetric information
allows producing 3D polarimetric analysis. As an example, the study in [116]
demonstrated the occurrence of ground-trunk double bounce interactions in
tropical forests, by analysing the complex correlation between HH and VV at the
ground level.
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Moreover, the availability of polarimetric tomographic data provides a further,
and most powerful, method of analysing forested areas. Indeed, it is shown in [117]
that the joint exploitation of baseline and polarimetric diversity can be used to
decompose the signal in ground-only and volume-only contributions, hence
allowing to image them separately. An example is shown in Figure 6.25.
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The key feature enabling the decomposition is to notice that the data covar-
iance matrix among all acquisitions (all polarizations and all flights) can be written,
under large hypothesis, as a Sum of Kronecker Products (SKP) between the
matrices corresponding to the polarimetric and interferometric correlations of each
scattering mechanism [117] (Figure 6.26).

For example, assuming that the signal is contributed by ground and volume
scattering, which is a well validated hypothesis for forest scenarios, we obtain:

W ¼ Cg 	 Rg þ Cv 	 Rv (6.25)

where W is the data covariance matrix, i.e. the matrix of the complex correlations
among all polarizations and all flights; Cg is the matrix of the complex correlations
among different polarizations for ground-only contributions; Cv is the matrix of the
complex correlations among different polarizations for volume-only contributions;
Rg is the matrix of the complex correlations among different flight for ground-only
contributions; Rv is the matrix of the complex correlations among different flight
for volume-only contributions.

The work in [117] showed that the SKP model in (6.25) provides equations
sufficient to extract the matrices Cg, Cv, Rg, Rv, hence decomposing the data into
ground-only and volume-only contributions. The SKP model is also shown to be
fully consistent with the PolInSAR model proposed in [118] for the case of single
baseline data.

6.15 The future of InSAR

The improved positioning of the satellite, now possibly known to centimetres [86]
and the good control of the orbit (in the case of Sentinel 1, the orbital radius is
50 m) renders practically irrelevant most of the co-registration, interferogram
generation, phase unwrapping and geocoding problems that affected the early
InSAR studies. The 5 cm precision of Sentinel-1 orbit knowledge prevented any
phase discontinuities in the focused data in TOPS mode [88,89]. Further, short
baselines lead to topography irrelevance, and thus most of the previous problems
will be only related to the ever-changing atmosphere. Finally, the availability of
Numerical Weather Predictions will remove most of the low spatial frequencies of
the APS, leaving only its unpredictable turbulent component.

The future developments of InSAR depend on successful deployment of
forthcoming missions. At present, the existing constellations are in X-band with 4
CSK satellites staggered in a 16 day orbit to offer 1 to 15 day revisit, the future 3
TerraSAR/TanDEM-X/Paz spacecraft, in C-band the Canadian Radarsat2, the
Indian RISAT 1, the L-band missions Alos-2 and the anticipated SAOCOM con-
stellation and SAOCOM bistatic companion.

Indeed, the use of two platforms to achieve one pass interferometry has been
promoted by DLR with the TanDEM-X experiment that allowed the retrieval of the
world DEM with high quality as observed before [14]. In this case, both platforms
were active and basically identical. However, interesting results may be achieved
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adding a receiving satellite that flies in formation with the active one. This would
be the case of the SAOCOM companion, an experiment that would add a receiver
to the L-band Argentinean system SAOCOM. The advantage of L-band would be in
the penetration of the forests, at least the boreal ones, retrieving not only the DEM
of the ground underneath, and also that of the canopy, but also the structure of the
forest [47,87]. This would entail the use of SAR tomography, namely a multi-pass
survey, where the same volumetric structure is seen with different baselines and
therefore different altitudes of ambiguity. In the case of a ‘frozen forest’ that may
well be the case for boreal ones in winter, the combination of the layers with
different phases due to the progressive baselines, would allow the cancellation of
layers and therefore the extraction of the vertical structure [95]. Basically, one has
as many equations and thus layers as many passes. Airborne experiments carried
out so far have shown the importance of this methodology for the recovery of the
above ground biomass [93]. Future missions in L- and P-bands [36,37] will make
use of these frequencies to estimate biomass globally.

To date, most InSAR studies of seismic deformation have been focused on
single faults or single tracks of InSAR data. With the launch of Sentinel-1, we will
have high-quality, coherent InSAR data covering all areas of significant seismic
hazard. This offers the potential for InSAR data to be combined with GNSS to
produce regional strain maps [88]. These could significantly increase the spatial
resolution and quality of models of global strain and would be able to provide an
independent mean of assessing seismic hazard, which would not be reliant on
incomplete historical or instrumental records of previous earthquake activity
[90,91].

Sentinel-1A, in its Wide Swath Interferometric mode will be able to acquire
systematically InSAR data, operating with the ESA usual 5.7 cm wavelength. It
will acquire data for the whole solid earth surface every 12 days (under current
plans) or 6 when the twin platform Sentinel-1B will be made available. The
acquisition will be systematic, over swaths 250 km wide, with a resolution of
5 (range) � 20 (azimuth) m. Both HH and HV polarization data (or VV and VH)
will be available, enhancing the sensing capabilities of the system.

The Wide Swath is meant for interferometry and is of particular interest for
geophysical applications. The impact of the wide swath is significant for tectonic
applications in particular, as long wavelength atmospheric artefacts will be under
better control. In fact, in the usual strip map, the low order polynomials that fit the
interferometric phases are removed, as they depend both on orbital errors and
atmosphere. So, regional tectonic motions are difficult to observe. With wider
swaths, wave numbers down to 1 cycle/100 km will be useable, and numerical
weather predictions will help their control, to separate them from orbital effects
[89]. The continuity and regularity of acquisitions will enforce the role of SAR data
for the accurate quantification of deformation rates in multi-temporal InSAR
techniques [46]. A lower impact of decorrelation and a better filtering of atmo-
spheric signal will result in a higher spatial density of measurement points. Further,
the coherence will be improved thanks also to a tighter orbital control that will
maintain the orbital tube within 100 m. For instance, if the phase component due to
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water vapour with period 100 km has amplitude of 1 cm, and at least 50% of it can
be removed using NWP, a 5 mm peak error is left, to be abated in 1 year to less than
1 mm using the 30 available measurements. Therefore, wide area deformation rates
of more than 1 mm/year/100 km should be made clearly visible in 1 year.

The availability of very high resolution images will also help for the analysis
of local ground motions, for instance, for volcanological applications. SAR plat-
forms to be available further ahead in time may be such that wider swaths and
therefore frequent revisit times will be joined by high resolution.

Another reasonable prediction is that of a quasi-geostationary SAR [64], that
maybe will be able to reuse the illumination of the terrain due to TV and digital
communication signals. Such a system would synthesize the antenna with its relative
motion as the geosynchronous orbit is never perfect, but there is always an apparent
elliptical wander of the satellite, with diameter say of 100 km. A C-band system
could observe with a wide beam an entire continent, yielding say every 20 min water
vapour measurements with a resolution of about 100 m, and thus contributing to the
weather predictions. The same system, using a 12 h observation time and thus a
wider synthetic antenna, would create twice daily images at say 10 m resolution, at a
rather low cost, whereas a constellation of a few mini-satellites could achieve
day-and-night, continuous imaging capabilities with metric resolution [94].

Acronyms

Acronym Description

AGB above ground biomass

ALOS advanced land observing satellite

APS atmospheric phase screen

CSK Cosmo SkyMed

DEM digital elevation model

DInSAR differential interferometric SAR

DS distributed scatterers

ERS European Remote Sensing

GNSS global navigation satellite systems

GPR ground penetrating radar

InSAR interferometric SAR

MAI multiple aperture interferometry

MERIS medium resolution imaging spectrometer

MODIS moderate resolution imaging spectroradiometer

NWP numerical weather prediction

PS persistent scatterers

PSInSAR persistent scatterer interferometry

S/C, SC spacecraft
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SAOCOM satellites for observation and communications

SAR synthetic aperture radar

SBAS small baseline subsets

SNR signal-to-noise ratio

TanDEM-X TerraSAR-X add-on for digital elevation measurement

TomoSAR tomographic SAR

TRE Tele Rilevamento Europa

ZTD zenith total delay

ZWD zenith wet delay
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[71] F. De Zan, M. Zonno, and P. López-Dekker, ‘Phase inconsistencies and
multiple scattering in SAR interferometry,’ IEEE Transactions on
Geoscience and Remote Sensing, 2015, vol. 53, no. 12, pp. 6608–6616.

[72] Y. Yan, M.-P. Doin, P. Lopez-Quiroz, et al., ‘Mexico City subsidence
measured by InSAR time series: joint analysis using PS and SBAS
approaches,’ IEEE Journal of Selected Topics in Applied Earth Observations
and Remote Sensing, vol. 5 no. 4, pp.1312–1326, 2012.

[73] G. Fornaro, S. Verde, D. Reale, and A. Pauciullo, ‘CAESAR: an approach
based on covariance matrix decomposition to improve multibaseline–
multitemporal interferometric SAR processing,’ IEEE Transactions on
Geoscience and Remote Sensing, vol. 53, no. 4, pp. 2050–2065, 2015.

[74] F. De Zan, A. Parizzi, P. Prats-Iraola, and P. López-Dekker, ‘A SAR inter-
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Chapter 7

Space-based SAR ground moving
target indication

Christoph H. Gierull*, Ishuwa Sikaneta*
and Delphine Cerutti-Maori**

Abstract

Today’s demand for space-borne Synthetic Aperture Radar (SAR) data has grown
to the point where significant commercial funding of advanced space-borne radar
system development has been being made available. The current generation of
commercial space-based SAR imaging satellites, such as RADARSAT-2, Sentinel-1,
TerraSAR-X/TanDEM-X (PAZ), COSMO-SkyMED and ALOS-2, operate at a
single frequency (L-, C- and X-band) and are based on active phased array antenna
technology that offers beam agility and adds polarization diversity. Consequently,
these modern satellites are equipped with more than one receive channel (i.e.,
AD-converter) that can also be utilized to record measurements from multiple
apertures in along-track direction. This is the principal prerequisite for a ground
moving target indication (GMTI)1 capability. While space-based SAR GMTI offers
many advantages like global ground coverage and access to strategic regions, it
also faces several obstacles such as high satellite velocity, Earth rotation and
oftentimes small target reflection energy caused by the enormous distances of more
than 1,000 km among others.

This book chapter presents the state-of-the-art of space-based SAR-GMTI
science and technology with focus on recent advances and the latest direction of
research and development (R&D) activities. Owing to an exponential cost jump,
technological advances of space-based radars especially with regard to increased
power, increased aperture sizes and additional receiver channels have only been
somewhat incremental in the last decades. Spacecraft with more than two parallel
receive paths are only expected to materialize two generations down the line.
Hence, current R&D put emphasis on innovative new concepts trying to

*Defence R&D Canada – Ottawa Research Centre, Canada
**Fraunhofer Institute for High Frequency Physics and Radar Techniques FHR, Germany
1Ground MTI also includes the sea surface for vessel detection but due to its prevalence in the com-
munity the terminology GMTI is being used throughout the chapter.



circumvent these technological limitations thereby often pushing the resources on
existing SAR payloads to their limits.2 Virtually all of these concepts are accom-
panied by cutting-edge but complex and resource-hungry signal-processing algo-
rithms that only recently became feasible based on the fast-paced evolution in
computing power over the last decade. Many of the presented proof-of-concept
studies are considered building blocks of future operational space-based SAR
capabilities, for instance, the synergy between high-resolution-wide-swath
(HRWS) imaging and motion indication and estimation. This chapter attempts to
provide a comprehensive, in-depth overview of the theory and the radar signal-
processing techniques required for space-based SAR-GMTI corroborated by real
multichannel data from RADARSAT-2.

7.1 Introduction

7.1.1 Background
Up to the present time, the remote detection and tracking of moving targets by radar
has primarily been a military concern and operationally supported by specialized
airborne sensors. With the rapid evolution of radar technology, it would now be in
general feasible to create space-borne sensors to perform dedicated moving target
detection and measurement functions. From a military viewpoint, these space-borne
systems have the potential to significantly augment existing operational capabilities.
From a civilian viewpoint, space-borne moving target measurements can provide
land and sea-traffic-monitoring capabilities that may prove very valuable in
designing, monitoring and controlling transportation infrastructure, which are major
financial investments at all levels of government in all nations. Although all of the
processes needed for functional ground moving target indication (GMTI) radars have
been developed and operationally fielded for airborne systems, the impact of dif-
ferences in: platform velocity, range to target and accessible depression angles
between airborne and space-borne radars among others are not fully comprehended
and still require a certain optimization in order to be transitioned into space-based
systems. At the end, prohibitive capital costs, complexity, available technology
and design risks have all combined to preclude the construction and launch of
a satellite constellation purely dedicated to GMTI for now.

In comparison, synthetic aperture imaging radars are much less complex than
full GMTI radars, as the latter must acquire and process or acquire and downlink
considerably more data than a Synthetic Aperture Radar (SAR) system during an
identical observation time. An always-growing public demand for available ima-
gery products and lower cost satellite technologies, including active-phased array
antennas, has made investment more appealing evidenced by more than ten com-
mercial SAR satellites currently in orbit. However, the air to space path followed
by SAR systems is unlikely to occur for GMTI systems. In the foreseeable future, a

2Most of the concepts and modes were not envisaged to be implemented on the spacecraft prior to
launch.
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principle GMTI capability, even if somewhat limited, can be incorporated as a
subset of functions into a SAR system and is able to provide operationally relevant
information for special applications.

7.1.2 Adding MTI on space-borne SAR
Instead of deploying a fully functional space-borne GMTI, a polarimetric SAR
system that has two parallel receiver channels and associated data recorders and
downlinks can be easily converted into a two-channel displaced phase centre
antenna (DPCA) radar if a full corporate feed is used for each of the polarization
channels. The essential conversion is a radio-frequency (RF) switch that allows the
two halves of the antenna to be routed to the two receiver channels. If an active
antenna [distributed transmit/receive (TR) modules] design is used, additional
beamforming controls can be imposed to minimize azimuth sidelobes and to match
the two subbeams. Provided that the radar is designed to operate as an interleaved
pulse (phase coherent) polarimeter, the SAR pulse repetition frequency (PRF) will
be in a range suitable for DPCA or space-time adaptive processing (STAP).
Recently, studies on HRWS have attracted much attention as it has been recognized
and proven that multiple antenna apertures in the flight direction allow one to lower
the PRF significantly without increasing the risk of azimuth ambiguities. The lower
PRF permits a much wider swath without abandoning spatial resolution. It is
expected that a HRWS capability is one of the distinctive features on the next
generation of SAR spacecraft and will thereby inevitably also push the develop-
ment and utility of along-track interferometric applications.

7.1.3 MODEX on RADARSAT-2
RADARSAT-2’s moving object detection experiment (MODEX) has been designed
to develop, validate and demonstrate an experimental space-based SAR-GMTI mode
to routinely detect, measure and monitor moving vehicles on the Earth’s surface [1].
Although MODEX is an experimental research and development (R&D) mode, the
results over the years have been so positive and promising that the operational com-
munity is starting to pay attention to the potential of this value-added information.

RADARSAT-2 executes baseline GMTI through the MODEX-1 mode. For
every pulse, the whole antenna transmits radiation, then the front and back halves
simultaneously but separately measure the echoes. When data are measured in the
MODEX-1 mode, signal-processing methods create imagery and transform the data
to form two measurements from the same point in space, but at slightly different
times. These data can then be statistically analysed using the image-based techniques
of along-track interferometry (ATI) [2], DPCA [3], the more recently proposed
adaptive constant false alarm rate (CFAR) [4] and the two-step detector [5]. Since
the launch of RADARSAT-2 in 2008, several important lessons have been learned
regarding the different physical characteristics of space-based GMTI data when
compared to airborne data. One might suppose that successes in describing the sta-
tistical distributions of clutter measurements made from an airborne system directly
relate to clutter measurements made from a space-based radar. This is, however, not
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the case for most commercial systems because of the different measurement envir-
onment for a space-based SAR. These are as follows: (1) the signal-to-noise ratio
(SNR) is significantly lower than that for an airborne system resulting in the need to
exploit the entire coherent processing gain in azimuth and (2) the dwell time on the
target in the order of a second and motion compensation is not required resulting in a
higher correlation between the noise-free clutter measurements. The astounding
‘cleanliness’ of the space-based SAR data allows important statistical core descrip-
tors such as the covariance matrix of the clutter measurements to be almost perfectly
theoretically predictable. Figure 7.1 exemplifies the excellent agreement of the
measured eigenvalue distribution of an estimated MODEX-1 two-by-two covariance
matrix and the analytically predicted values.

Over the course of the studies, innovative approaches have been developed,
called MODEX-2, to increase the number of digital channels or degrees-of-freedom
by using the flexible programmability of the radar payload. For RADARSAT-2, up to
four data channels can be recorded by changing the transmit (Tx) or receive (Rx)
antenna configuration from pulse to pulse [6]. The additional channels improve target
parameter estimation but make signal processing more complex and generally reduce
the SNR and the available swath width [7]. Techniques to recover some of the lost
coverage while keeping the GMTI capability high are currently a topic of active
research and promising results are introduced in Section 7.5. Currently, implemented
modes onboard of RADARSAT-2 are the toggled transmit modes 1/2 and 3/4
(alongside a not-much-used receiver switching mode) in which the alternating parts
of the transmit aperture are turned off between subsequent pulses [6].
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7.2 Classic imaged-based SAR-GMTI

For SAR, when the radar beam dwells for thousands of pulses and when the PRF,
range-gate-delay and swath are selected to minimize range and azimuth ambiguities,
the same data stream can be processed, through separate processing paths, to pro-
duce SAR images, temporal SAR interferometric images and GMTI outputs. The
classical two-channel techniques, such as DPCA and ATI, use the entire synthetic
aperture time to increase the clutter-to-noise ratio (CNR) thereby improving
detectability.3 Image-based techniques can be regarded as simple and robust meth-
ods to quickly produce a kind of ‘velocity image’ in which motion or moving pixels
are colour-coded to allow reliable identification by a human operator/analyst.

In the SAR image domain, n adjacent complex pixels for two receive channels
may be modelled as mutually statistically independent random vectors

ZðkÞ ¼ Z1ðkÞ
Z2ðkÞ
� �

¼ mðkÞ þ D � CðkÞ þ NðkÞ; k 2 1; n½ � (7.1)

The clutter C and the independent thermal noise N are commonly considered
identically complex Gaussian distributed � N C

2 ð0;RC;N Þ. The vector m represents a
potential moving target signal, and the scalar D 2 0;1Þ½ denotes a multiplicative,
independent texture random variable (RV) embedding the statistical notion of a
randomly varying pixel radar cross section (RCS) (heterogeneity) throughout the
SAR image. In other words, since the variance of the SAR data is quite different for
rural terrain as compared to urban areas, the texture RV tries to statistically
describe these fluctuations, i.e., to suitably elongate the theoretical probability
distribution for homogeneous clutter where D � 1.

Let us assume that all interference pixels possess the same clutter-plus-noise
covariance matrix:

R ¼ EðDC þ NÞðDC þ NÞ� ¼ RC þ RN

¼ s2
C

1 rC

rC 1

" #
þ s2

N

1 0

0 1

" #
¼ ðs2

C þ s2
N Þ

1 r

r 1

" #
(7.2)

where E denotes the expectation operator, the symbol * conjugate complex trans-
pose, and s2

C , s2
N the clutter and noise power levels, respectively. The clutter cor-

relation coefficient of rC < 1 accounts for residual system aberrations, for instance
caused by non-linear RF components, etc. yielding a combined coefficient r � 1.
Note that it has been assumed that ED2 ¼ 1 [5]. It is further assumed that R is
known, for instance accurately estimated with all data in the image, Figure 7.1. The
correlation r may be assumed real valued when the clutter is stationary and the two
channels are already properly coregistered and balanced [8]. Clutter motion, such
as ocean currents for instance, can be incorporated as a phase of the coefficient
relating to a common radial velocity of the background.

3However, the classic methods are not optimum for GMTI in a sense that they do not focus on the
moving target but rather on the stationary background.
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7.2.1 SAR displaced phase centre antenna
The classical two-phase-centre DPCA methodology was originally developed to
improve the detection performance of airborne GMTI radars that are subject to
strong background clutter [3]. The test statistic T determining the presence of a
moving target is given by the sum of the magnitudes of the pixel differences:

TDPCA ¼
Xn

k¼1

jZ1ðkÞ � Z2ðkÞj2 (7.3)

The test exploits the fact that the coregistered and balanced stationary background
clutter should be considerably reduced (provided a correlation near one), revealing
targets that have slightly moved during the time taken for the aft channel to reach
the exact location of the fore channel from the previous pulse.

A common approximation in the literature, particularly for airborne radars, is
to assume a large CNR thereby neglecting the additive thermal noise altogether.
This assumption leads to a simplified classical multiplicative or compound clutter
model Z ¼ DC, which has been extensively used to model different heterogeneous
terrain.4 For ocean clutter dealing with different local wind conditions, often a
gamma-probability density function (pdf) has been adopted for the texture RV:

fDðdÞ ¼ 2ðnÞn
GðnÞ d

ð2n�1Þexp �nd2� �
d 	 0 (7.4)

leading to the famous K-distribution. Its test statistic yields the pdf

fDPCAðt; n; nÞ ¼ 2
GðnÞGðnÞ

nn
s2

C

� � nþnð Þ=2

t nþnð Þ=2ð Þ�1Kn�n 2
ffiffiffiffiffiffiffiffi
nn
s2

C

t
r� �

(7.5)

where Gð�Þ denotes the gamma function and Kð�Þ denotes the modified Bessel
function [9] giving the pdf its name. The texture parameter n describes the degree
of heterogeneity, i.e., the smaller n the more heterogeneous the scene. In contrast to
this sea-clutter model, the square-root of the inverse chi-square distribution,
showing a longer tail, has been found to fit better than the gamma distribution for
SAR-GMTI over land [2]. Its pdf is given by

fDðdÞ ¼ 2ðn� 1Þn
GðnÞ d�ð2nþ1Þexp � n� 1

d2

� �
(7.6)

resulting in a ‘computationally more favourable’ scaled F-distribution for the
DPCA test

fDPCAðt; n; nÞ ¼ 1
Bðn; nÞ

n

n� 1

	 
n tn�1

1 þ n= n� 1ð Þð Þtð Þnþn (7.7)

4Note this assumption is statistically equivalent to texturing the noise, Z ¼ DðC þ NÞ, provided that
clutter and noise are independent Gaussian distributed.
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in which Bða; bÞ describes the beta function. As both texture pdfs tend toward a delta-
function for large values of n, (7.5) and (7.7) converge to the c2-density function
representing homogeneous clutter. The desired CFAR-threshold h can be determined
by solving

R h
0 fTðt; n; nÞdt ¼ 1 � Pfa. This is numerically much less challenging for

the F- than the K-distribution because of the transcendental functions. To solve the
integral for h, the parameters n and n must be accurately known, or more practically,
be estimated (adapted) from the background clutter data themselves [5].

For the simplified compound clutter model, the probability of detection Pd for
a deterministic point target, characterized by the parameter w, can be determined
numerically through evaluating the integral

Pdðh;w;nÞ ¼ nnðn� 1Þn
ðwþ n� 1ÞnþnBðn;nÞ �

Z 1

h

tn�1

1 þ n

wþ n� 1
t

� �nþn


 2F1

nþ n
2

;
n þ nþ 1

2
;n;

4nwt

ðwþ n� 1Þ2 1þ n= wþ n� 1ð Þð Þtð Þ2

 !
dt;

(7.8)

where 2F1ða; b; c; zÞ is the Gauss hypergeometric function.
For space-based SAR, however, the noise cannot be neglected and, conse-

quently, the noise cannot be multiplied by the texture RV. Despite the mathema-
tical intractability to derive the corresponding pdfs analytically, the texture models
can still be applied to space-based data. As presented in [10], the false alarm rate
PfaðhÞ for DPCA can be numerically computed via

PfaðhÞ ¼ 1
GðnÞ

Z 1

0
G n;

ns2

�s2 dð Þ h
� �

fDðdÞdd (7.9)

with s2 ¼ u�ðRC þ RNÞu and �s2ðdÞ ¼ u�ðd2RC þ RNÞu and u ¼ 1;�1½ �0.
Equation (7.9) can be used to determine the CFAR threshold applying any arbitrary
texture for which a pdf fDðdÞ exists.

In cases of an extended target such as large container vessels, where the returns
are made up of many independent similarly distributed scattering centres whose
combined response is Gaussian distributed according to the central limit theorem,
Swerling’s models are arguably most widely used to characterize the target’s sta-
tistics. In this case, the probability of detection, Pd, for the general clutter-plus-
noise model has been computed in closed form [10]:

Pdðh; sÞ ¼
X1
m¼0

Gð mþ sÞ
GðsÞGð mþ 1ÞGðn þ mÞ ED

G n þ m; ns2=�s2ðDÞð Þhð Þ x=�s2ðDÞð Þm
1 þ x=�s2ðDÞð Þð Þmþs

( )

(7.10)

where s 2 1; L; 2; 2Lf g denotes the chosen Swerling model and x ¼ L
su

�RSu. The
expression EX gðX Þf g ¼ R gðxÞ f ðxÞ dx implies taking the expectation with respect
to the RV X , RS is the target covariance matrix and L � n the number of summed
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pixels containing the target. Note that (7.9) and (7.10) have been successfully used
to compute the receiver operating characteristics (ROC) for a wide range of clutter,
target and texture models including discrete texture distributions [11]. A determi-
nistic point target signal model is included in (7.10) as the special case when
s ! 1 [10].

Exemplified in Figure 7.2 is the achievable detectability of a DPCA mode on
RADARSAT-2 for a small vessel in comparison to the simple detection based on
the image intensity alone. The ship’s incidence angle dependent RCS, and by virtue
of the radar equation therewith the SNR as a function of ground range, corresponds
to a Swerling II model (s ¼ L) with the mean value calculated according to a ship
length of 25 m [12]. The clutter RCS (as well as the thermal receiver noise) is
complex normal distributed with its mean RCS given by sea reflectivity model
CMOD-IFR2 [13] for sea state 5 with 11 m/s along-track wind direction. Accord-
ingly, the texture RV has been chosen as G-distributed with parameter n ¼ 5. For
n ¼ 2, (7.9) was used to establish the appropriate threshold h that yields a desired
Pfa ¼ 2:5 
 10�9. It becomes apparent that due to the strong reflection of the high
seas reliable detection in near ground range (<300 km) is nearly impossible when
solely based on the image intensity (black). In contrast, if the vessel moves with a
typical cruising speed of ten knots (ground across-track velocity component), the
chance to detect it becomes larger than 90% even close to nadir due to the ability to
suppress the strong sea clutter effectively. For higher incidence angles, the sea
return fades, and the system becomes noise limited at which point clutter
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suppression is irrelevant, and DPCA does not offer any advantage anymore.
In contrast, application of DPCA is potentially harmful as it might reduce the target
power for slow moving targets.

7.2.2 SAR along-track interferometry
In contrast to DPCA, SAR ATI exploits the interferometric phase, i.e., the phase
difference between the channels and ignores the magnitude information. The
interferometric phase, J, for a multilook cell (i.e., an assembly of n individual
statistically independent pixels) is defined as the phase of the coherent sum:

J ¼ arg
Xn

k¼1

Z1ðkÞZ2ðkÞ�
( )

(7.11)

For the simplified compound model and in the absence of a target, i.e., Z ¼ DC, the
argument in (7.11) becomes independent of the real-valued common multiplier,5

and hence, the multilook marginal phase pdf of clutter plus noise is identical to the
homogeneous pdf derived in [14]:

fJðJÞ ¼ Gðn þ 1=2Þð1 � r2Þnr cosðJ� yÞ
2
ffiffiffi
p

p
GðnÞð1 � r2 cos2ðJ� yÞÞnþ1=2

þ ð1 � r2Þn

2p


 2F1ðn; 1; 1=2; r2 cos2ðJ� yÞÞ
(7.12)

The angle y 6¼ 0 may incorporate potential internal clutter motion such as ocean
surface currents. Figure 7.3(a) shows a RADARSAT-2 SAR image of an area
around the city of Fargo ND, together with the computed histogram of the ATI
phase averaged over four looks. As expected for a stationary scene, the ATI phase
is centred around zero. The perfect fit of the pdf (7.12) illustrates the invariance
toward multiplicative moderately heterogeneous clutter when the unknown para-
meters are adaptively estimated [15].

The statistics of the interferometric phase when a moving target signal is
superimposed upon the simplified textured clutter (no noise) has first been inves-
tigated in [2].6 Although ATI has been shown to improve robustness against tex-
ture, no clutter suppression is done, and a main drawback with regard to target
detection is the limited support between �p and p, which in many cases precludes
a sufficiently small Pfa. In other words, if the Pfa is too small, the threshold
approaches �p and no meaningful detection is possible. To alleviate this problem,
adding an appropriate constant prior to the phase computation has been introduced
in [16]. Other variants propose the combination of the ATI phase and the ATI-
magnitude to improve performance [2,17].

5Since D2 is common for all n pixels, it can be promoted outside the sum and cancels out when the
argument is calculated.
6When the noise cannot be neglected, the computation of the statistics of J becomes exceedingly dif-
ficult, and no analytical expression has been found to date.
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(a) Histogram and pdf for heterogenous clutter.

(b) Velocity estimation of an inland vessel.

2,000 4,000 6,000 8,000 10,000 12,000 14,000

500

1,000

1,500

2,000

2,500

3,000

3,500
4,000

4,500

5,000

–1 –0.5 0 0.5 1
0

0.5

1

1.5

2

2.5

3

3.5

ATI phase

hi
st

og
ra

m
 &

 p
df

hist
pdf (ρ=0.963, n=2.31)

Azimuth (m)

Azimuth (m)

Sl
an

t r
an

ge
 (m

)
Sl

an
t r

an
ge

 (m
)

3,5004,0004,5005,0005,5006,0006,500

–1,000

–500

0

500

1,000

–10 –8 –6 –4 –2 0 2 4 6 8 10
0

0.2

0.4

0.6

0.8

1

Radial speed [m/s]

A
TI

 p
ha

se
 h

is
to

gr
am

Figure 7.3 ATI phase estimation

322 Novel radar techniques and applications – volume 1



Although often not the preferred choice as detector, due to its simplicity, the
ATI phase has established itself as the classic technique to estimate the across-track
velocity component for two-channel SAR-GMTI systems. In a first order approx-
imation, the phase difference relates to the target’s slant across-track velocity
component vs via

J ffi 2p
l

d
vs

va
(7.13)

where l denotes the wavelength, va the platform or antenna velocity and d the
distance between the two receiving antennas. For land targets, the ATI velocity
estimate is usually heavily compromised by the strong background clutter con-
tained in the same resolution cell and therefore oftentimes [depending on the
signal-to-clutter ratio (SCR)] yields a rather biased and unreliable estimate [18].
In contrast, for ships, the clutter background is oftentimes comparatively weak
especially in low sea states such that the ATI phase presents a viable option to
derive velocity information of vessels [19,20]. Figure 7.3(b) demonstrates this
ability based on a SAR image of a tanker which was travelling in the centre of the
St. Lawrence Seaway near Iroquois, Eastern Canada. The circle in the bottom right
corner highlights the smeared and displaced image of the ship caused by the
motion-induced Doppler-shift. At the time of imaging, the ships automated iden-
tification system (AIS) system reported an across-track velocity of 4.028 m/s. The
inlet shows the ATI phase histogram of all vessel pixels translated into radial speed
via (7.13) confirming an excellent agreement with AIS.

7.2.3 Strong non-homogeneous clutter
For a theoretical ideal measurement system with fully correlated clutter, i.e.,
rC ¼ 1 in (7.2), between the channels, DPCA would always remove the clutter in
its entirety regardless of heterogeneity caused by the texture fluctuation.7 Any real
radar system, however, is subject to some hardware errors and channel imbalances
resulting in residues of large RCS stationary targets in the difference image. These
remaining residues increase the number of false targets drastically rendering
application of pure DPCA sometimes less useful for space-based GMTI. Different
techniques have been developed to overcome this problem.

7.2.3.1 Two-step detector
It can mathematically be shown that the smallest eigenvalue of the sample covar-
iance matrix and the ATI phase are statistically independent RVs (for n ¼ 2)
[21] and that the ATI phase and DPCA are to ‘a large degree independent’ [5]. This

7Because s2 ¼ u�Ru ¼ s2
N I in (9) for rC ¼ 1 and u ¼ 1;�1½ �0.
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property can be exploited to achieve a large Pd while keeping the false alarm rate
acceptably low, because

Pfa ¼ 2
Z 1

h1

Z p

h2

fTDPCA;Jðt;JÞdtdJ

ffi 2
Z 1

h1

fTDPCAðtÞdt �
Z p

h2

fJðJÞdJ ¼ Pfa;1 � Pfa;2

(7.14)

which means that the total Pfa can be significantly lowered by applying two sub-
sequent tests where each individually shows a rather moderate false alarm rate.
Equivalently, the detection probability is also given as the product Pd ¼ Pd;1 � Pd;2

provided statistical independence. Figure 7.4 demonstrates this feature on the
RADARSAT-2 image over Fargo, cf. Figure 7.3(a). Due to the fact that DPCA and
ATI are not fully independent, a realistically achievable Pfa ffi 10�6< 10�4 � 10�3

is expected leading to on average of less than eight false detections in the image for
this particular example. Despite the fact that no ground truth was available, the
false detections on the strongly backscattering building complexes in the centre of
the image have disappeared. In contrast, reducing the Pfa of DPCA alone to 10�7

(red circles in Figure 7.4(a)) still leads to too many false alarms, thereby indicating
that the simple compound model does not sufficiently map the reality particularly
in the tail of the pdf [5]. The remaining detections in Figure 7.4(b) possess a rela-
tively small amplitude in the SAR image, strongly indicating that these are in fact
true targets.

7.2.3.2 Fully adaptive CFAR
An entirely different approach attempts to circumvent the use of a multiplicative
texture RV all together. The fully adaptive CFAR detector presented in [4] pro-
poses to estimate the ratio between the clutter power and residual clutter power
after suppression, e.g., using DPCA, for each individual image pixel. The main idea
is based on introducing a measurement distortion random matrix E that is inde-
pendent of the clutter and noise. In contrast to (7.1), the new model reads

�ZðkÞ ¼ mðkÞ þ ECðkÞ þ NðkÞ (7.15)

Let us assume a diagonal structure of the matrix consisting of magnitude and phase
distortions, i.e.,

E ¼ ea1þjk1 0

0 ea2þjk2

" #
(7.16)

with uncorrelated Gaussian distribution for the variables ai and ki such that
E E ¼ I. In this case, the distribution of the modified DPCA test �T DPCA ¼Pn

k¼1 j�Z 1ðkÞ � �Z 2ðkÞj2 has been analytically derived in [4]. It is important to rea-
lize that this model features the desired practical properties, (a) perfect clutter
cancelation is only achievable if the channel distortion variances of ai and ki vanish
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Figure 7.4 SAR image of the fore channel with superimposed moving target
detections (red denotes positive and green negative sign of the ATI
phase). (a) DPCA for Pfa ¼ 10�4 (yellow) and for 10�7 (red) and
(b) DPCA for Pfa ¼ 10�4 plus ATI for Pfa ¼ 10�3
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and (b) some remnants of stationary scatterers with very large RCS values remain
in the processed SAR imagery if they do not vanish.

The CFAR threshold h is given as the numerical solution of the rapidly con-
verging series

PfaðhÞ ¼ e�a0ŝ2
Cþa1=4ŝ2

N

X1
m¼0

G mþ 1; h=4ŝ2
N

� �� �
Gðmþ 1Þ2

a0ŝ2
C þ a1

4ŝ2
N

 !m

(7.17)

Alongside the estimates for the clutter and noise power levels ŝ2
C and ŝ2

N , respec-
tively, the parameters a0 and a1 have to be determined using the original and the
DPCA clutter suppressed data; for details see [4]. Figure 7.5 illustrates the effec-
tiveness of the fully adaptive CFAR on RADARSAT-2 data in a heterogeneous
urban residential area. Detections using the homogeneous model (no texture D ¼ 1)
are represented as yellow circles. As predicted, there are excessively many false
alarms which are primarily colocated with high RCS clutter. CFAR using DPCA
and the texture model reduces the number of false alarms as shown by the red
squares. However, other targets that do not colocate with large RCS clutter are also
eliminated. In the absence of ground truth data, these targets are assumed to be real
moving targets. Fully adaptive CFAR detections are indicated by green diamonds,
which show that all of the large RCS false alarms are eliminated, while detection of
the remaining likely real targets is preserved.

Figure 7.5 CFAR detections for Pfa ¼ 10�6. (Yellow circles) Homogeneous
CFAR. (Red squares) Texture model. (Green diamonds) Fully
Adaptive CFAR
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7.3 Coherent multichannel SAR-GMTI

7.3.1 Spatial diversity via aperture switching and toggling
In the absence of space-based SAR systems with more than two channels, it has
been successfully demonstrated on RADARSAT-2 that one can successfully
increase the number of degrees-of-freedom to up to four by cyclically varying the
antenna aperture between subsequent transmit pulses. The basic underlying idea
here is to increase the number of digitally to-be-processed data sets via innovative
concepts that can be programed on the spacecraft while in orbit.8 In its most basic
form, this is achieved by turning off different parts of the aperture during transmit
or receive provided one is willing to accept some loss in SNR [6,22]. Different
partitioning of the whole aperture will shift the phase centre locations and as a
consequence creates more independent receive channels in a time-multiplexed
fashion. These modes have been dubbed MODEX-2 on RADARSAT-2. As an
example, Figure 7.6 depicts six different switching and toggling schemes for two
subsequent pulses. Each coloured box depicts either the active transmitting aper-
tures (red) or the active receive apertures (blue), where the hinted sensor symbols
describe the individual phase centres. While five modes are examples with full
transmit aperture, Ttoggle represents a toggle mode where the energy is transmitted
alternately from either half of the antenna. T2 represents the classical non-switching
two-channel ATI mode, and Tsynth indicates a receiver switching modes which
synthesizes a third phase centre by summation of both receiver halves during
the second pulse. The blue symbols underneath show the resulting transmit-
receive phase centres, which illustrate the increased number of digital channels.

Tx Tx

Tx

Tx

Tx

Tx

Rx Rx

Rx

Rx

Rx

Rx

Classic mode, no switching T2

Synthesizing third channel Tsynth

Transmitter toggling Ttoggle

Quad aperture switching T13/24

Quad aperture switching T12/34

Quad aperture switching T14/23

Figure 7.6 Different switching strategies for two-channel radar systems

8The costs involved for physically modifying the RF-frontend (combining network, extra ADC-and
recording unit etc.) are currently simply prohibitive and preventing a full hardware solution in the near
future.
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This multichannel capability requires the development of new advanced signal-
processing techniques that are founded on the principles of STAP [23,24].
It quickly becomes apparent that the special challenges of space-based SAR require
‘long’ dwell time on potential targets in order to permit any meaningful detect-
ability and estimation performance of practically relevant moving objects. This
requirement is primarily driven by the relative low transmit power and enormous
stand-off ranges in comparison to airborne radar systems. In other words, it is
essential from space to utilize the entire coherent processing interval (CPI) avail-
able (synthetic aperture time) in order to accumulate sufficient signal power in
relation to the noise. This necessitates the use of the raw data as basis for the signal
processing rather than the already stationary world focused SAR data. In virtually
all relevant cases, it is sufficient to consider range-compressed data that are also
sometimes referred to as phase history data.

7.3.1.1 Point target signal model
For a SAR system with sufficient range resolution,9 let a deterministic moving
target signal be described by its unknown parameter vector x ¼ a; vx; vs; xb½ �0, in
which a 2 C is the complex amplitude containing its RCS, vx the along-track
velocity, vs the across-track velocity in slant range and xb its azimuth location at
broadside time tb. Restraining ourselves to a system such as RADARSAT-2 with
two parallel receive channels (without loss of generality) as well as constant target
velocities (i.e., no acceleration), then the signal for M discrete transmit pulses can
be written as the concatenated vector

sðxÞ ¼ s01ðxÞ; . . .; s0M=2ðxÞ
h i0

2 C
2M 
1 (7.18)

in which each four-dimensional subvector component reads

smðxÞ ¼ exp �j2bRmðxÞf g DTx umðxÞ½ � DRx umðxÞ½ � 2 C
4
1 (7.19)

for m ¼ 1; . . .;M=2, and where  denotes element-wise multiplication and 0 vector
transpose. The wavenumber is denoted as b ¼ 2p=l. The individual terms are defined
in (7.22)–(7.25). In this particular case, two adjacent pulses are combined to form
the four digital channels that are subsequently fed into the signal processor. In other
words, the two parallel receiver outputs for every even pulse number are combined
with the two outputs of the previous odd-sampled output to create a four-dimensional
signal vector, which shall be used to cancel the clutter and estimate the target
parameters. The idea is to modify the antenna pattern between the pulses in order to
increase the available spatial degrees-of-freedom. Obviously, this rearranging of
the data increases the effective pulse repetition interval (PRI ¼ Dt) by a factor of
two (or generally by the cycle length L), i.e., the larger dimensionality has been
traded off with a loss of effective unambiguous PRF. Or, per contra, the PRF must
be doubled which in turn will reduce the available swath width.

9For which the target’s range location can be assumed known.
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The TR-module settings of the N columns in flight direction on Tx, and Rx
respectively, can be written as transformation matrices TTx and TRx describing the
front-end combiner network. For instance, the conventional MODEX-1 mode with
receive on either half of the antenna is given to

TRx ¼ 1ffiffiffiffiffiffiffiffiffi
N=2

p
1N

2
0N

2
0N

2
0N

2

0N
2
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2

0N
2

0N
2

0N
2

0N
2

1N
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2N
4 (7.20)

in which 1m and 0m are vectors of length m containing all ones or zeros, respectively.
For MODEX-2 1

2 for instance,

TTx;tog1
2
¼ 1
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Other interesting candidates considered for RADARSAT-2 are the three-quarter tog-
gling mode TTx;tog 3

4
or the quarter-aperture receiver switching modes described in [6].

Consequently, the corresponding antenna pattern for two combined pulses in (7.19)
can be written as a function of the time-varying azimuthal cosine uðkDtÞ with k 2 Z

DTx;Rx umðxÞ½ � ¼ T�
Rx;Tx

d u ð2m � 1ÞDt; xð Þ½ �
d uð2mDt; xÞ½ �

" #
(7.22)

where dð�Þ denotes the direction-of-arrival or steering vector of the antenna array

d uðkDtÞ½ � ¼

D�N=2ðuðkDtÞÞe jbx�N=2uðkDtÞ

..

.

D0ðuðkDtÞÞ
..
.

DN=2ðuðkDtÞÞe jbxN=2uðkDtÞ

2
666666664

3
777777775

(7.23)

Dmð�Þ indicates the one-way diagram and xm the position of the mth antenna element.
For a space-based SAR, the slow time-dependent range from the antenna origin to
the target, and the azimuth cosine at pulse time kDt might be approximated to

R0ðkDt; xÞ ffi Rb þ vsðkDt � tbÞ þ v2
rel � vbzva

2Rb
ðkDt � tbÞ2

uðkDt; xÞ ffi � vx � va � vbz

Rb
ðkDt � tbÞ

(7.24)
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where vbzva ¼ Rbaz cosðJÞ, va denotes the satellite velocity in the Earth-centred
Earth-fixed (ECEF) coordinate system, Rb the slant range at broadside time, az the
gravitational acceleration and v2

rel ¼ ðvx � vaÞ2 þ v2
s [25]. With (7.24), the range-

dependent vector of the chirp-term in (7.19) becomes

RmðxÞ ¼
R0ðð2m � 1ÞDt; xÞ

R0ð2mDt; xÞ

" #
� 1

1

" #
2 C

4
1 (7.25)

when � stands for the Kronecker-product. It should be noted that this statistical
model is not explicitly defined using the notion of phase centre locations but rather
generally via arbitrary complex antenna diagrams.

7.3.1.2 Statistical clutter model
The expected signal from one normalized clutter scatterer located at azimuth
location xb can be described via (7.18) using the parameter vector x c ¼ 1; 0; 0; xb½ �.
The total measured clutter signal is then given by integration over all possible
clutter contributions for a given range. This integration corresponds to a convolu-
tion with the reflectivity function of the underlying scene. Modelling this reflec-
tivity distribution as a stationary stochastic process (i.e., the statistical properties of
the reflectivity are invariant against azimuthal shifts), the composite clutter output
can be fully described via its matrix-valued covariance function [20]. Assuming a
spatially white discrete stochastic process with constant clutter power s2

C , i.e.,
homogeneous clutter, the space-time clutter covariance matrix in the time domain
can be practically (numerically) approximated to any arbitrary accuracy via a sum
of a large number of distributed point scatterers

C ¼
X

lb

s2
Csðx cÞsðx cÞ� þ s2

N I2M 2 C2M
2M (7.26)

The summing index lb 2 Z represents the clutter scatterers located at xb ¼ lbDx,
with Dx being an arbitrary small scatterer spacing on the ground (smaller than the
azimuth resolution cell). The large matrix contains the cross-correlations between
each channel and all 2M measurement times (pulses). The second term takes into
account the white sensor noise independent between channels and time samples.
The matrix C is of block-Toeplitz structure and generally possesses full rank.

7.3.2 Imaging STAP (iSTAP)
In order to test for the presence of a moving target s in clutter plus noise
W ¼ C þ N. The following composite hypothesis test problem shall be considered:

Hypothesis H : Z ¼ sðxÞ þ W

Alternative A : Z ¼ W
(7.27)

The maximum likelihood quotient (MLQ) test for this problem reads

LðZÞ ¼ argmax
x

fzðz; x ;HÞ
fzðz;AÞ ≷ h (7.28)
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where fZð�Þ denotes the pdf of the measured data vector under the hypothesis
and alternative, respectively, and h is the detection threshold. Assuming a multivariate
complex Gaussian distribution i.e., Z � N C

2M sðxÞ;Cð Þ with pdf fZðz; xÞ ¼
p�2M jCj�2M exp ðz � sðxÞÞ�C�1ðz � sðxÞÞ� �

, taking the logarithm on both sides, and
maximize analytically with respect to the complex amplitude a leads to the test

ln LðZÞ ¼ argmax
x 0

sðx 0Þ�C�1Z
2

sðx 0Þ�C�1sðx 0Þ ≷ h (7.29)

with the remaining parameter vector x 0 ¼ vx; vs; tb½ �0. Note that any linear invertible
transformation F�Z with F 2 C2M
2M applied to the test (7.27) will not change the
optimum test statistic in (7.29), since F cancels out. This is obviously the case if the
columns of F represent the discrete Fourier-transform at M=2 distinct frequency
bins between �PRF/2 and PRF/2. In other words, the optimum test is identical
regardless of it being performed in the time or Doppler domain.

Although the test is invariant against linear transformations, the statistical
properties of the transformed data vector may change considerably. It has been
shown in [26] that the spectral density matrix (discrete Fourier-transform of the
covariance matrix, R ¼ F�CF) converges to a block diagonal structure if the
number of time samples is large enough (always the case in SAR), i.e.,

Zðf ; xÞ :¼ F�ZðxÞ � N C

2M

Sð f1; xÞ
Sð f2; xÞ

..

.

Sð fM=2; xÞ

2
6666664

3
7777775;

Rð f1Þ 0 � � � 0

0 Rð f2Þ 0 ..
.

..

.
0 . .

.
0

0 � � � 0 Rð fM=2Þ

2
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3
77777775

0
BBBBBBB@

1
CCCCCCCA

(7.30)

in which Sð fk ; xÞ 2 C4
1 is the Fourier-transformed signal vector in (7.18) at fre-
quency bin fk for k ¼ 1; . . . ;M=2. Inserting (7.30) into (7.29), it is easy to verify
that the optimum test statistic in the Doppler domain becomes sum of the smaller
dimensional block matrices

x 0 ¼ argmax
vx;vs;tb½ �

Xk
Sð fk ; vx; vsÞ�
zfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflffl{

De�chirping=
beamforming

Rð fkÞ�1
zfflfflfflffl}|fflfflfflffl{

Clutter
suppression

Zð fkÞ
zfflffl}|fflffl{
Data in
Doppler

e�j2pfk tb



zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{Discrete Fourier Transform

2

P
kSð fk ; vx; vsÞ� Rð fkÞ�1 Sð fk ; vx; vsÞ

≷ h (7.31)

revealing the mechanism behind optimum SAR-GMTI processing: For each indivi-
dual Doppler frequency bin fk , the clutter in the measured data vector is suppressed
by application of the inverse covariance matrix at this frequency, then dechirped
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with velocity components vx and vs and summed over all channels (beamformed).
Maximizing with respect to both velocities assures matching to the true underlying
speed values. The resulting frequency samples are subsequently Fourier-transformed
back into the time domain, the location tb of the maximum peak sought and finally
after a suitable normalization compared to h. Hence, the name integrated or imaging
STAP (iSTAP) [7]. The optimum achievable signal-to-noise-plus-clutter ratio
(SNCR) for iSTAP given a perfectly matched moving target signal (known velocity
components) becomes:

SNCRopt ¼
X

k

Sð fk ; vx; vsÞ� Rð fkÞ�1Sð fk ; vx; vsÞ (7.32)

The achievable SCNR after clutter suppression is the most critical parameter
determining the Pd. Remembering that the signal vector S also depends on the
toggling and switching matrices according to (7.22), it can be used to analyse and
compare the performance of different radar configurations regarding detectability
of moving vehicles.

Figure 7.7 illustrates the optimally achievable iSTAP SNCR versus across-
track velocity vs for RADARSAT-2 given an assumed point target with SNR¼ 20 dB
and an identical CNR ¼ 20 dB. As expected, the classic MODEX-1 mode (denoted
by T2) approaches this SNR outside of the clutter band, while the toggling modes
are characterized by a nearly constant loss in power of 2.5 dB for toggle 3/4 and
about 6 dB for toggle1/2. This loss is caused by the decreased transmit power as
well as reduced transmit gain. A slight widening of the clutter band due to the
reduced aperture (increased antenna beamwidth) is also observable.
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Figure 7.7 Optimum iSTAP SNCR for RADARSAT-2 with a CPI of 2048 pulses
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7.3.3 Extended DPCA (EDPCA)
The optimization in (7.31) is very time consuming, as the clutter suppression has to
be done for each individual frequency bin and the remaining target energy inte-
grated over the entire Doppler band to achieve a sufficient target SNR.10 What if
we could integrate the energy (at least) approximately before clutter cancelation?
Identical to the classic methods DPCA and ATI, one possibility is to apply the
azimuth compression with the stationary world matched filter and to coregister the
data first only to refine the test afterwards. This procedure can as well be expressed
as a matrix transformation of the data vector ~Z ¼ H�Z, where the columns of H
describe the azimuth reference function for particular scatterer locations and also
remove the time delay between the channels [27].

It can be shown that the transformed covariance matrix ~C ¼ H�CH for
Nyquist sampling has again a block-diagonal structure but compared to (7.30) with
identical blocks C0, i.e., Z � N 2M

C
~SðxÞ;C0 � IM

� �
, resulting in the test statistic

argmax
vx;vs

P
k
~Skðvx; vsÞ�C�1

0
~Zk

 2P
k
~Skðvx; vsÞ�C�1

0
~Skðvx; vsÞ

≷ h (7.33)

in which ~S ¼ ~S1; . . .; ~SM=2

� � ¼ H�s. In other words, if we coregister and stack up
the four SAR images, clutter suppression can be achieved by applying the inverse
of one constant 4 
 4 matrix for each pixel in the image stack. The result has to be
summed over the extent of the target. For the special case of only two channels, it
can be shown that C0Sk ffi 1 �1½ �. Hence, this approach can be regarded as an
extension of the classic two-channel DPCA to an arbitrary number of channels, and
therefore has been dubbed EDPCA.

Although C0 is now constant throughout the SAR image, EDPCA is still
computationally expensive as the detection, and estimation of the target parameters
must be performed simultaneously for all pixels within the image by searching over
an extended continuous range of velocities. On way to reduce the computational
load is to separate the detection from the estimation by detecting over only a very
limited number of discrete velocities first. The actual more accurate velocity
estimation can be performed after detection, e.g., using the maximum likelihood
estimator (MLE)

v̂x; v̂s ¼ argmax
vx;vs

j~Skcðvx; vsÞ�C�1
0

~Zkc j2
~Skcðvx; vsÞ�C�1

0
~Skcðvx; vsÞ

(7.34)

where kc denotes the location in which the target was detected.11 Additionally,
although the correct chirp rate of the reference function depends on vx according to

10Optimization in the time domain (7.29) is equally resource-hungry as the space-time covariance matrix
C’s dimension is typically in the order of thousands rows and columns.
11Note if the azimuth reference functions in H involves no phase ramp, i.e., vs ¼ 0 (7.24), then the target
will appear displaced at kc and not be located at the true broadside position kb.
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(7.24), for realistic ground moving object velocities and space-based SAR;
however, it can oftentimes be neglected and set to zero without compromising
the compression gain observably. Consequently, in practice (7.34) may only be
maximized over vs.

Extended experimental benchmark tests with RADARSAT-2 have been
carried out over the last several years, whereby global positioning system (GPS)
equipped ground truth was applied to confirm the theoretically predicted perfor-
mance, e.g., [7,22]. For instance, this way the theoretical prediction has been
confirmed that RADARSAT-2 is capable of detecting a midsize car with 90%
probability when travelling with a 40 km/h radial velocity in a semiurban area
(Pfa¼ 10�6). Figure 7.8 shows two SAR images of Ottawa, Ontario overlaid onto a
topographic map and a LANDSAT photo and a digital street map. It includes in the
centre a stretch of the busy Highway 417 connecting Ottawa and Montréal. Each
colour-coded dot represents an automatically repositioned EDPCA detection. It is
easily confirmed that the data on the right side are taken on the descending path in
the morning, as many more targets are travelling toward downtown Ottawa during a
regular business day rush hour. Many lower speed targets <50 km/h (yellow, light
blue) are detected on adjacent feeder streets and country roads. It is also interesting
to see that the relocation error on the ascending path (left side) is larger than on the
ascending path. The reason is that the data takes for the latter were conducted using
the MODEX-2 3

4 mode while the former employed MODEX-1. It has been shown in
[7] that a lower accuracy for MODEX-1 compared to MODEX-2 is theoretically
expected.

–150 –100 –50 0 50 100 150

Speed (km/h) eastbound ==><== westbound

Figure 7.8 EDPCA detected and relocated moving targets; Left MODEX-1,
right MODEX-2 3

4. Each dot represents a detection and the colour its
estimated across-track ground velocity
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7.4 Parameter estimation

The second prime objective of SAR-GMTI besides the actual detection is to
determine the target’s properties such as its velocity components in along-track and
across-track direction, its RCS, its true location during imaging or even a potential
acceleration. In estimation theory, commonly the Cramér–Rao bound (CRB) is
analysed to provide a theoretical prediction of the accuracy with which an unknown
parameter is statistically quantifiable. The CRB is a lower bound for the variance of
any unbiased estimator and hence suited to judge the minimum possible estimation
error. It is important to realize that the CRB describes a lower error bound for a
given statistical model and does not depend on the flavour of any particular esti-
mator. Although this bound may not reflect the practically achievable error values,
it is, nevertheless, an excellent tool to compare relative strengths and weaknesses of
different radar configurations under the same prerequisites, e.g., the various GMTI
modes implemented on RADARSAT-2. In the context of this chapter, it is of par-
ticular interest to understand how the estimation accuracy of all target parameters is
in fact affected by the true underlying values, for instance, how the standard
deviation of the reposition error (nicely visible as a scattering cloud around the
Queensway in Figure 7.8) is impacted by the true target speed and RCS. By
extending the analysis for factored STAP provided in the literature, e.g., [6], this
section focuses on the analysis of the performance limits of the iSTAP model, i.e.,
exploitation of the entire available synthetic aperture in contrast to only a small
portion (linear phase approximation).

7.4.1 Cramér–Rao bound (CRB)
Based on the realization z of the multivariate complex Gaussian distributed random
vector Z ¼ sðxÞ þ W with pdf Z � N C

2M sðxÞ;Cð Þ containing several unknown
target parameters combined in vector x and a known covariance matrix C, the mnth
element of the Fisher information matrix J

Jmn ¼ E @

@xm
ln fZðz; xÞ @

@xn
ln fZðz; xÞ

" #
(7.35)

has been calculated in [6] to be given as the quadratic product

Jmn ¼ 2< smðxÞ�C�1snðxÞ
� �

(7.36)

The indices at the signal vector denote the derivative with respect to parameter xm
and xn. It is entirely valid to compute the CRB in either the time domain or in the
Doppler domain. While deriving the Fourier-transform of the signal vector and the
covariance matrix analytically using the method of stationary phase, [7,28], pro-
vides deeper insights into underlying physical mechanisms, the calculation of all
derivatives is tedious, and the expressions become rather cumbersome. In contrast,
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it is mathematically less challenging to derive the required derivatives of (7.18) and
(7.19) via

smðxÞ ¼ @sðxÞ
@xm

¼ @smðxÞ
@xm

� �
m¼1;...;M=2

¼
 
� jb

@RmðxÞ
xm

exp �jbRmðxÞf g DTx umðxÞ½ � DRx umðxÞ½ �

þ exp �jbRmðxÞf g  @DTx umðxÞ½ �
@xm

@umðxÞ
@xm

DRx umðxÞ½ �

þ exp �jbRmðxÞf g DTx umðxÞ½ �  @DRx umðxÞ½ �
@xm

@umðxÞ
@xm

!
m¼1;...;M=2

(7.37)

leading to relatively simple terms after taking into consideration (7.22)–(7.25).
Splitting the complex constant a ¼ a expð jjÞ up into an unknown amplitude a and
an unknown phase j, the Fisher information matrix reads

J ¼ 2<
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C�1stb a2s�vs
C�1svx

as�C�1svs s�C�1s 0 as�C�1stb as�C�1svx

�ja2s�C�1svs 0 a2s�C�1s ja2s�C�1stb ja2s�C�1svx

a2s�tb C�1svs as�tb C�1s �ja2s�tb C�1s a2s�tb C�1stb a2s�tb C�1svx

a2s�vx
C�1svs as�vx

C�1s �ja2s�vx
C�1s a2s�vx

C�1stb a2s�vx
C�1svx

2
66666664
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(7.38)

in which for notational simplicity the dependence of s on x has been omitted.
Knowing J, the covariance of any unbiased estimator x̂ is bounded by

E x̂ ðZÞ � x
	 


x̂ ðZÞ � x
	 
0

	 J�1 (7.39)

and in particular the individual variances are bounded by the corresponding diag-
onal element of the inverse Fisher matrix

s2
xm :¼ varðxmÞ 	 J�1

� �
mm (7.40)

Figure 7.9 shows the CRBs, more specifically the square root of the numerically
evaluated expression in (7.40), for the relocation error and the along-track velocity
versus a varying true across-track (slant range) velocity vs for a given12 vx ¼ 0.
The power levels are identical to those used in Figure 7.7, and the transformation
matrices represent three different modes on RADARSAT-2. The CRBs in
Figure 7.9(a) reveals an unexpected behaviour of iSTAP compared to the factored

12It can be shown that the curves do not change much for vx 6¼ 0.
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STAP curves published as Figure 13 in [6]. While in general all three modes
increase the absolute estimation accuracy due to the prolonged CPI, the classic
MODEX-1 mode improves disproportionately for this example and even surpasses
that of the MODEX-2 modes. Note, since the CPI and PRF for this analysis have
been kept constant for comparison purposes, the MODEX-2 modes sustain an
unjust SNR loss caused by the reduction in Tx power and aperture. In practice, the
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Figure 7.9 CRBs of iSTAP of different MODEX modes using a CPI of 0.5 s
(2,048 pulses)
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reduced aperture broadens the antenna beam which enlarges the Doppler bandwidth
and consequently requires an increased sampling PRF. This increased PRF together
with a larger dwell time on the target permits recovery of most of the lost SNR. In
other words, in reality, the implemented MODEX-2 modes on RADARSAT-2
typically still slightly outperform MODEX-1 regarding the minimum parameter
estimation accuracy, cf. [25] as well as Figure 7.8 of this chapter. Nevertheless, it
can be concluded that the published finding that MODEX-2 drastically outperforms
MODEX-1 for regular factored STAP, [6], does not hold anymore and diminishes
when iSTAP gets applied.

The CRB for the along-track velocity in Figure 7.9(b) confirms this behavior
and in addition shows a quasi-independence on vs over the whole velocity range
outside the clutter band. It predominantly depends on the achievable SNCR,
Figure 7.7. Although it is intuitively clear that the chirp rate estimation accuracy
improves for longer CPIs, CRB values in the order of only a few m/s are surpris-
ingly low,13 especially for a space-based SAR with platform velocities in the order
of 7,000 m/s. It is important to note, however, that to date there is no convincing,
evidence-based, experimental verification that the theoretical results for vx hold in
practice. This is especially owing to the complexity of benchmark tests, which in
order to guarantee a statistically meaningful sample size would require to deploy
many GPS-equipped ground truth targets that cover all ranges of speeds in
different directions, reflection strengths, etc. Furthermore, robust and practically
implementable estimators for vx are currently also not available and must be
developed, compare Figure 7.13(b).

One possible physical explanation of why the CRBs for both velocity com-
ponents improve so drastically for iSTAP in contrast to factored STAP is depicted
in Figure 7.10. Therein the target and clutter spectra for two different CPIs are
plotted. Regardless of the chosen CPI, the clutter contributions come from all
directions illuminated by the antenna beam and therefore the spectrum in both
cases spans the entire clutter bandwidth (modulated in amplitude by the antenna
pattern). If the whole synthetic aperture is used to Fourier-transform the target
signal, its spectrum looks identical but is shifted in Doppler due to an across-track
velocity component. Using, however, only a small part of the available synthetic
aperture, for instance, a portion in which a linear approximation of the hyperbolic
range/phase history is justified, results in a delta-function-like spectrum such that
the target energy mainly resides in only one Doppler cell. The shaded areas of the
respective target spectra outside of the clutter band may be heuristically interpreted
as containing the information available for target parameter estimation and as such
clearly illustrate the superiority of iSTAP versus factored STAP.

7.4.2 Optimized CRB via time-multiplexed antenna tapering
Instead of simply turning on and off various TR-modules to manipulate the antenna
pattern for several pulses, modern phased arrays permit variable attenuator and

13Remember, no meaningful estimation of vx is possible for factored STAP.
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phase shifter settings. Having this in mind, one question naturally arises: what are
the best amplitude and phase settings for all TR-modules along the aperture that
optimize the CRB on one hand, and on the other, do not jeopardize detectability
(SNR)? Instead of a constant value set for each transmit pulses, one may combine
settings for subsequent pulses similar to the existing MODEX-2 modes (two pulses).
For example on RADARSAT-2, this optimization problem consists in principle of
128 unknowns; 16 attenuator settings between zero and one and 16 phase shifter
settings for Tx and Rx over two pulses. To maximize SNR, RADARSAT-2 always
transmits in saturation (no attenuation on Tx), which leaves 96 degrees-of-freedom
remaining. Mathematically, one possible cost function is the iSTAP CRB as a func-
tion of all complex entries in the transformation matrices TTx and TRx over a range of
velocities vs 2 �50; 50f g m/s, i.e.,

TTx;TRx

argmin X
vs

s2
vs
ðx ;TTx;TRxÞ; under constraint T�

RxTRx ¼ I (7.41)

The matrix constraint in (7.41) is intended to avoid an inadvertent amplification of
the thermal noise power. A numerical global minimization with a genetic algorithm
in MATLAB� after about 1 day of computation yielded the settings schematically
depicted in Figure 7.11.

The upper row depicts the TR-module settings for two consecutive transmit
pulses and the bottom row the ones on receive, whereby the little gaps mark the
border between fore and aft antenna wing. The colour of the boxes indicates the
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level of attenuation (black stands for 1 and grey for 1ffiffi
8

p ). The length of the red lines
describes the phase shifter positions with the longest one on transmit representing
163� and the smallest 24� [29].

Figure 7.12 presents the resulting two-way antenna pattern associated with
these TR-settings. Since the settings are mirror-inverted between pulses, four
distinct phase responses arise but only two distinct magnitude patterns. It is evident
that the optimization demands slight squints in opposite directions. In addition, one
magnitude pattern appears to be the derivative of the other, a favourable property
for bearing estimation well known from the classic adaptive monopulse estimation
of direction-of-arrival (DOA) angles via sigma-delta approaches [20,30]. Interest-
ingly, the optimization does not require any antenna amplitude tapering over the
array but exclusively a phase tapering (non-linear on Tx and linear on Rx with
varying slopes).

The resulting optimized CRB for both velocity components is compared to that
of MODEX-1 in Figure 7.13(a). While the iSTAP CRB for the across-track velocity
remains virtually identical,14 the one for the along-track component vx has visibly
improved owing to the opposite beam squinting which increases the overall
dwell time on the target and therewith the chirp rate estimation accuracy [31].
Also included in the figure are the standard deviations of the estimates for 2,500
Monte-Carlo simulations using the iSTAP MLE

v̂x; v̂s ¼ argmax
vx;vs

P
kdð fk ; vx; vsÞ�Rð fkÞ�1Zð fkÞe�j2pfk t̂ c

 2P
kdð fk ; vx; vsÞ�Rð fkÞ�1dð fk ; vx; vsÞ

(7.42)

where t̂ c denotes the location at which the target peak appears in the time domain.
Although Figure 7.13(a) might give the impression that the MLE appears always to
be a sound estimator for the along-track velocity, this is not generally true. First,
the simultaneous optimization with respect to both velocities is prohibitive in

14Note, in absolute terms, the performance gain of iSTAP versus factored STAP is still enormous, [6]
Figure 7.13.

Figure 7.11 Optimum antenna tapering on Tx and Rx for two subsequent pulses
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computational time and resources and, second, estimates are sometimes unreliable.
This is likely caused by an unfavourable form of the underlying likelihood function
that needs to be maximized. This can be recognized in Figure 7.13(b), which shows
the undulated nature of the likelihood function that results in a multimodal
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histogram particularly for MODEX-1. For an individual estimate, this increases the
chance of large deviations from the truth with a rather high probability. The exact
reason for this is not understood at the moment and a topic of active research
alongside the development of suitable estimators.
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7.4.3 Improved CRB using multistatic configurations
Although creating additional spatial diversity via time-multiplexed antenna aperture
partitioning can improve the CRB considerably especially for factored STAP, the
absolute estimation accuracy may still not be sufficient for many practical appli-
cations. Preliminary analysis has shown that for factored STAP satisfactory results
are only achievable with a fully occupied aperture in the order of hundreds of
metres. Such large apertures confine the clutter into a narrow Doppler band and
also provide a higher location estimation accuracy [32]. Since launching apertures
of this size into space is infeasible, a multistatic satellite constellation (potentially
consisting of small-sats) flying in close formation might become a viable solution
in the future. The simplest coherently working constellation consists of two
back-to-back flying satellites similar to the TerraSAR-X/TanDEM-X pair currently
in orbit.

Figure 7.14(a) depicts two basic tandem-GMTI concepts in which (a) either
only one satellite transmits, while both satellites receive simultaneously and
coherently15 or (b) the transmit pulse is alternated between the two satellites from
pulse to pulse (ping-pong mode) [34]. Figure 7.14(b) shows the resulting factored
STAP CRB for such a system based on Tandem-X parameters assuming a baseline
between the two satellites of 200 m [35]. The CRB in the plot is zoomed into a
narrow band between �5 m/s, since the values drop rapidly outside this range.
Figure 7.14(b) compares the standard deviation of the reposition error in metres for

15Note, this is different from non-coherent approaches recently proposed for large time gaps when the
target displacement between the two separate SAR images can be determined and therefore the velocity
inferred [33].
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conceptional GMTI schemes
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TanDEM-X operating in the one-satellite transmit mode and in the ping-pong
mode. Caused by the very sparsely distributed receiver phase centres, many blind
velocities appear.

In absence of clutter (noise-only case), the black dashed line represents the
absolute minimal error given by

sx ¼
ffiffiffiffiffiffiffiffi
M

8p2

r
Rbffiffiffiffiffiffiffiffiffiffi
SNR

p lffiffiffiffiffiffiffiffiffiffiffiffiffiP
mx2

m

p (7.43)

to which both curves converge quickly beyond vs � 10 m/s. M is the number of
antenna elements (M ¼ 12 columns for TerraSAR-X/TanDEM-X) and xm denotes
their locations in metres. For TanDEM-X, this lowest theoretical error bound can
be seen to be in the order of one foot for a chosen SNR ¼ 27 dB. On one hand, it is
obvious that such high SNR is only realistic for large targets like trucks, trains
or ships but was chosen to demonstrate the gain compared to the results in the
literature [6]. On the other hand, it also states that iSTAP may not be required if the
SNR is sufficient and a large baseline available. For the standard mode, the largest
relocation error is about 25 m, while, in contrast, the ping-pong mode reduces the
error to less than 3 m for all target velocities owing to the practically doubled
maximum phase centre separation. These are indeed only theoretically derived
ideal values that are likely not reached in practice due to imperfections such as
coherence loss between two free-running oscillators, lack of precise knowledge of
relative attitude and timing information, etc. It is nevertheless easily imaginable
that systems of this kind may become a ‘game changer’ for space-based SAR-
GMTI in the future.

Accuracies of this order will permit even tactical decisions by reliably repo-
sitioning of even and slowly moving targets correctly onto their respective roads
without any a priori street context. First experimental investigations/verification on
the achievable performance of coherent multistatic SAR-GMTI systems have been
reported in [36], and more are currently being conducted during the science phase
of the TerraSAR-X/TanDEM-X mission after completion of the primary mission
goal (world-wide high-resolution topographic maps).

A more sophisticated concept, based on a minimum redundant satellite con-
figuration, has been proposed by Ender [37]. In this, a constellation of four X-band
satellites each carrying a 12-m aperture flying in a close formation with distances
given by 1, 3 and 2 units of the combined total aperture (e.g., 12, 36 and 24 m). This
specific partitioning results in a quasioptimum performance, especially does not
create the blind velocities (grating lobes) occurring in the tandem-configuration.
The analysis of the CRB anticipates a relocation accuracy in the order of metres for
very realistic target and clutter conditions.

It is also interesting to note that such a non-equidistant array in flight direction
may be utilized, for pure imaging purposes, with a much reduced PRF permitting a
considerably enlarged swath width while maintaining the geometric resolution, for
details see Section 7.5.2. A first analysis has been reported in [38]. Not investigated
to date has been the performance gain when iSTAP is applied to a coherent SAR
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constellation, be it tandem or fully multistatic. Furthermore, it appears also not
inconceivable to be able in the near future to launch a single spacecraft with an
extendible boom structure carrying the four receive antennas mounted according to
the minimum redundant spacings [38]. This has been successfully accomplished
during the Space Shuttle Radar Tomography Mission (SRTM), where the second
receive-only antenna was mounted on a 60 m long, extractable, stiff boom structure
creating the required across-track interferometric baseline [39]. Although such an
aperture length might still not be sufficient for effective GMTI when factored
STAP is applied, the performance improvement of iSTAP has the potential to
overcome this deficiency thereby offering itself as a viable alternative for near-
future operational applications. The capital costs of a monostatic SAR-GMTI sys-
tem including the more complex structure would likely still be orders of magni-
tudes less than that for close-formation flying satellite constellations. Not to
mention the to-date unsolved practical, extremely challenging command and
control problems associated with a small fleet of satellites to assure a minimum
collision risk while maintaining precise relative attitudes to keep sufficient coher-
ence between the receivers.

7.5 Wide-area SAR-GMTI

Many countries have vast and sparsely populated coast lines and have both national
interest and international obligations to monitor maritime vessel traffic in ocean
approaches. MODEX-like SAR-GMTI modes are not suitable to accomplish this
task due to relatively small coverage in the order of 50 km. A classic SAR imaging
approach to enlarge the swath size while giving up spatial resolution is known as
ScanSAR. ScanSAR modes come in several flavours. The most commonly used
mode is an imaging mode and uses a small number of radar elevation beams acti-
vated in bursts within the synthetic aperture time of the radar beam. In the past,
they have been primarily designed to map the sea surface providing information for
oceanographic and meteorological applications. Ships that are present in the cov-
ered radar swath are embedded in the sea surface returns and typically only larger
vessels can be reliably detected based on their bright return compared the
background.

Using current technologies, a space-based SAR system can also be optimized
for ship detection by deploying a specialized, multibeam ScanSAR mode. These
typically divide the radar synthetic aperture time into much larger number of sub-
beams and tailor the radar operating parameters for each individual subbeam,
thereby optimizing ship detection at the cost of reduced or lost sea surface
information.16 RADARSAT-2’s Maritime Satellite Surveillance Radar (MSSR)
mode has been designed to detect ships longer than 25 m in open-ocean over a
450 km swath in sea surface conditions up to sea state five and is also being
developed for its successor RADARSAT Constellation Mission (RCM) [40].

16The large SAR images are typically of low quality and discarded after vessel detection.
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However, both scanSAR modes stand out by their low-to-medium resolutions.
Generally, they work well in the deep ocean but sometimes show limitations under
challenging conditions in which strong clutter contamination prohibits reliable
detection of smaller vessels, such as low incidence angles, higher sea states, littoral
zones or in ice-infested waters. Those deficiencies make the addition of GMTI to
scanSAR an attractive solution to overcome an operational capability gap and
augmenting specialized vessel detection modes like MSSR. The main objectives of
any wide-area SAR-GMTI mode include the detection of smaller vessels in higher
sea states, permitting the detection of small vessels at lower resolutions, allowing
higher Pd for the same false alarm rate or discriminating between vessels and
stationary detections such as icebergs, rocks, etc. In addition, any multichannel
GMTI mode also extends originally specified capabilities, in particular, provides
estimation of ship speeds and possibly heading or may even potentially improve
ocean current estimation.

7.5.1 ScanSAR GMTI
Recently, the combination of scanSAR imaging acquisition with two-channel
GMTI processing has been explored with the objective to establish whether the
coherence between the beams and channels can be maintained as prerequisite to
effective clutter suppression. Of practical interest for GMTI in the maritime,
environment is to establish whether or not the highly volatile sea surface decorr-
elates at a faster rate than the time it takes the aft receiver channel to reach the
location of the fore channel at the previous transmit pulse. Were this the case, the
strong sea surface clutter could not be suppressed and GMTI would be useless.

A two-beam dual-channel experimental scanSAR mode has been designed and
implemented on RADARSAT-2 in 2010 enlarging the swath about three-fold to
150 km. Because of the bursted nature of scanSAR, fewer pulses are available for
integration in each subbeam. As a result, the achievable spatial resolution in azi-
muth is coarser than for stripmap SAR images, which depends on the burst duration
and the overlap between subsequent bursts. In general, the bandwidth of the
transmit chirp is also limited to compensate for the increased data rate and to
balance azimuth and range resolutions. Targets located at different along-track
positions are illuminated by a different portion of the non-uniform antenna pattern in
azimuth. Hence, the clutter signal is azimuth dependent, i.e., modulated by the
antenna pattern (known as scalloping), whereas the receiver noise is still statisti-
cally white. First, MODEX-scanSAR data-takes have been acquired on October
15th, 2010, over a region in Northern Germany including the German bight known
for heavy merchant ship traffic [41]. After channel-co-registration with an a priori
assumed phase centre displacement the interchannel coherence was measured to
only 0.5 to 0.6 far below values required for any meaningful clutter suppression.
This decorrelation is mainly caused by unavoidable channel imbalances in the
system transfer function of the electronic components as well as unequal antenna
pattern in both directions (different squint angles per wing per subbeam). Since
the data were properly Nyquist-sampled, an adaptive two-dimensional channel
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balancing and calibration scheme, called DIGIBAL [8], has been adopted improving
the interchannel coherence to above 0.97, values very close or even exceeding
those achieved for regular MODEX modes.17

Figure 7.15 shows a small portion of a scanSAR image around the German
island of Helgoland trying to demonstrate the most prominent added values of
scanSAR-GMTI. The figure on the left shows the SAR image including the island,
a few high RCS targets (most likely vessels but no ground truth was available) as
well as strongly reflecting ocean features. The DPCA image in the centre confirms
that the stationary backscatter, and the strong sea surface reflections can be effec-
tively suppressed. In this example by notable 15 to 20 dB. As a result, moving
targets remain in the DPCA image and can be more easily detected after clutter
suppression especially visible for the one near the island. As well, low RCS ships
turn up, indirectly confirmed by the appearance of the ambiguous echoes from the
vessels to the right that had been mostly concealed by the sea surface in the right
image. These ambiguities possess only a fraction of the SNR and therefore behave
like small boats. The composite of the ATI phase difference and the SAR image
permits easy determination of their across-track velocity indicated by different
colours. For instance, the vessel at the right border and the one near the island move
with a considerable velocity upwards while the three ships in the centre right seem
to be anchored or travelling in purely along-track direction.

Some unanswered questions, however, remain for future investigations. It is
not clear what the implications of the scalloping are for the statistical detectors; the
effect is observable in the DPCA image in the centre. Since most operational
algorithms are adaptive, however, i.e., are based on dividing the entire image into
much smaller subimages in order to cope with any fluctuation in the surface tex-
ture, scalloping is not expected to create grave problems. Furthermore, the achieved
velocity estimation accuracy needs to be related to the theoretical CRB as well as
provided AIS information whenever available. Last but not least, the performance

Figure 7.15 Left: scanSAR image of the surroundings of Helgoland island in the
German bight, centre: DPCA scanSAR image, right: ATI phase
superimposed onto the SAR image

17Note that these channel imbalances vary over subbeams and must to be individually calibrated.
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gain of STAP or iSTAP in conjunction with scanSAR should be determined, in
particular when compared to the classic DPCA.

7.5.2 HRWS-GMTI
Although scanSAR in conjunction with GMTI demonstrates the ability to enlarge the
coverage considerably, its foremost disadvantages with respect to the latter is the
reduced SNR and reduced resolution (lower probability of detection) as well as
the background modulation (scalloping) due to the bursting nature of scanSAR. The
relatively new TOPSAR mode might eliminate the scalloping affect but still suffers
from the loss of detectability and its rather complex antenna beam steering concept.
Increasing the swath width without elevation scanning and bursting is only achievable
by reducing the PRF in order to avoid the appearance of range ambiguities.18

A reduced PRF for a given aperture size, however, heightens the risk of emerging
azimuth ambiguities. An elegant way to overcome this inherent SAR shortfall and to
relax some of the coverage constraint issues is to implement a hybrid real/synthetic
aperture configuration known as HRWS mode [42].

7.5.2.1 Ideal PRF
Conceptually, a multiaperture SAR carrying a linear equispaced array of N real
receiver channels in the flight direction may be undersampled with a N -times lower
PRF in such a way that the missing temporal samples are perfectly replaced by the
spatial samples recorded simultaneously in all channels. This scenario is illustrated
for a two-channel system in Figure 7.16, second case from the right. In this simplest
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18Provided that the transmit power is large enough to maintain a sufficient SNR over the entire swath.
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scenario, the ‘ideal PRF’19 has to be adjusted to the platform velocity.20 Assuming
identical antenna pattern for all channels, the resulting interleaved one-dimensional
data set can be processed by a standard stripmap processor. The three cases on the
left in Figure 7.16 describe typical GMTI configurations with varying degrees of
channel overlap between subsequent pulses resulting in channel correlations cap-
able of suppressing the clutter before target detection. This highlights the close
relationship between GMTI and HRWS.

Examples of commercially available HRWS modes of such kind are the
ultrafine and extrafine wide modes on RADARSAT-2. Also the operationally uti-
lized MSSR mode on RADARSAT-2 capitalizes on the two parallel receive
channels in combination with the ideal PRF to optimize the vessel detection and
ocean surveillance performance [40]. However, since MSSR has been optimized
for vessel detection and maximum coverage, it is strictly not an imaging mode.
Notwithstanding the lost ability to suppress clutter when the anti-DPCA condition
is used (no interchannel correlation), parameter estimation is not greatly impaired;
thus, if a moving target is identified by some other means, one can still apply the
GMTI estimation algorithms to obtain good estimates of the vessel motion para-
meters. For instance, it has recently been shown that radial speed information can
be extracted for targets that are easily identifiable because of their large response
relative to clutter—such as vessels on typically low RCS ocean surface. Figure 7.17
demonstrates practically achieved estimations for the across-track velocity component
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Figure 7.17 SAR radial velocity estimates versus AIS information

19Sometimes, also called anti-DPCA condition.
20The ideal PRF varies over latitude due to Earth rotation.
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from 50 vessels using single look complex (SLC) MSSR mode data over Gibraltar
in August 2014 and compares them to land-based AIS information. Marked by
different signs and colour are different ship sizes, and the blue diagonal identifies
perfect agreement. The targets have been manually selected and their across-track
velocities estimated by the EDPCA algorithm (34) for a chosen vx ¼ 0. A very
good agreement can be observed even for vessels smaller than 25 m as well as for
several anchored ships (vs ¼ 0).21

7.5.2.2 Low PRF
To increase the coverage even further, the PRF needs to be reduced accordingly
(Figure 7.16 far right). The more the PRF deviates from its ideal value, the higher
the ambiguity levels rise caused by the wide gaps of the non-equidistant spatio-
temporal sampling rate. As part of a research project at DRDC, an experimental
low-PRF HRWS mode was designed and implemented on RADARSAT-2 using a
very low PRF below 1 kHz, a setting not envisaged prior to launch. In order to
overcome the resulting severe undersampling, i.e., being able to still create useful
imagery, advanced signal processing must be applied. The underlying idea is to
exploit the information contained in the spatial dimension (different parallel
receive channels Z1ð f Þ; . . .; ZN ð f Þ) about the highly ambiguous signal to recon-
struct a one-dimensional unambiguous signal extending outside the sampled

Doppler band of length PRF �fp
2 ;

fp
2

n o
. The desired reduction in ambiguity level is

being traded off against an increased noise floor. Let a set of to-be-determined
column vectors be denoted as vkð f Þf g for k 2 Z. The prescription for multichannel
SAR Doppler-unwrapping processing is to construct a scalar function of Doppler
for each band k given by

yð f þ k fpÞ ¼ v�kð f Þzð f Þ (7.44)

such that, when yð f Þ multiplied by the correct azimuth chirp factor expð�jWðf þ k fpÞÞ
and transformed back into the time domain, yields the desired ‘unfolded’ azimuth
compressed signal. One promising processing method, [43], is based on optimizing a
cost function that does not neglect the noise contribution. For instance, one can try
to find the set of vectors at each Doppler frequency vkð f Þf g that, applied to the
measured ambiguous random vector Zð f Þ, best approximates the unambiguous
contribution Zkð f Þ :¼ Zð f þ k fpÞ in a minimum mean square sense (MMSE).
Mathematically formulated it reads

vkð f Þf gk2Z
min

E
Z fp=2

�fp=2

X
l

jv�l ð f ÞZð f Þ � Zlð f Þj2 df (7.45)

21The azimuth resolution for this data set is about 24 m.

350 Novel radar techniques and applications – volume 1



The measured data vector in the Doppler domain is modelled as the sum of the
signal contributions from all Doppler bands plus the thermal noise N

Zð f Þ ¼
X

k

Zkð f Þgkð f Þ þ Nð f Þ f 2 � fp

2
;
fp

2

� �
(7.46)

in which gk represents a known normalized DOA vector for each Doppler band k.
Assuming the individual contributions Zkð f Þ to be mutually independent and
spectrally white Gaussian RVs (representing the spatially fluctuating nature of the
reflecting surface), the covariance matrix computes to

Rð f Þ ¼ EZð f ÞZð f Þ� ¼
X

k

s2
C jfkð f Þj2gkð f Þgkð f Þ� þ s2

N I (7.47)

in which fkð f Þ ¼ fð f þ kfp Þ is a presumably known mean antenna pattern.22 The
optimization in (7.45) has an analytical solution:

vopt
k ð f Þ ¼ jfkð f Þj2 Rð f Þ�1gkð f Þ (7.48)

This prescription (and variants) has been successfully applied to two-channel
experimental HRWS RADARSAT-2 data sets [43]. Another impressive example is
presented in Figure 7.18. For the image on the left, both channels of a conventional
MODEX-1 mode data set over East Ottawa have been downsampled by a factor of
two (every other sample has been discarded).

The emerging azimuth ambiguities clearly illustrates why no conventional
SAR acquires data below the Nyquist sampling rate. The MMSE processed image
on the right is capable of recovering the almost full performance, particularly
improving the radiometric resolution alongside the much reduced ambiguity levels
of point-like targets. This is impressive considering that the spatiotemporal
sampling shows a gap of about 150% in relation to the phase centre spacing.
If RADARSAT-2 were to have more transmit power, this extremely low PRF could
support a swath width of more than 250 km depending on the incidence angle.

Nevertheless, when attempting to conduct low-PRF HRWS in conjunction
with GMTI, it has been concluded that both applications are optimized by specific
system configurations each of which consume a limited number of degrees-of-
freedom [44]. Multichannel HRWS SAR systems are most appropriate for maritime
domain awareness, e.g., high-resolution vessel imaging and identification, a vessel
motion estimation (VME) and an improved ship detection performance in littoral
zones. For instance, Figure 7.19 compares the HRWS image of a vessel produced
with MMSE prescription (7.48) for an extrafine low-PRF RADARSAT-2 data set
over Gibraltar to the corresponding classic SAR image of the same vessel. The
latter would have been obtained using a system of equivalent aperture but equipped

22The scaled sum of all individual two-way pattern in the end determines the shape of the HRWS point
spread function.
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Figure 7.18 Subsampled MODEX data set and MMSE processed version.
(a) Classic image and (b) standard deviation of relocation error for
TanDEM-X with two conceptional GMTI schemes
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Figure 7.19 Combined channel and HRWS imagery of an extrafine low-PRF data.
(a) Single channel image and (b) HRWS image
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only with one digitizer and recording chain. The single-channel system is synthe-
sized by a coherent sum of the dual-channel measurements in the same way an
analogue hardware combining network onboard the spacecraft would have done.
It can be observed that both the radiometric and the geometric resolutions have
been improved by the MMSE processing. The physical explanation behind this feat
is revealed by looking at the illustration of the reconstruction of the ambiguous
Doppler spectrum by HRWS processing (Figure 7.20). First, after recuperating the
outer Doppler bands through the MMSE, the Doppler bandwidth has been
increased (compared to the ambiguous width indicated by the black dashed box,
this can be more or less significant). A higher bandwidth relates to an improved
geometric resolution. Second, depending on the shape of the antenna pattern
(typically sinc or cos2-like), the unfolded spectrum resembles a smooth Doppler-
windowing function commonly applied to SAR data during azimuth processing.
A spectral window (e.g., Taylor weighting) is meant to reduce the sidelobes of the
point spread function thereby improving the radiometric resolution. Another ben-
eficial feature of HRWS processing, not shown here, is a macroscale ‘deghosting’
of the entire SAR imagery. Since the energy residing in the ambiguous Doppler
band is recollected and used to form the HRWS SAR image of the vessel, the
duplicated ghost vessels at the Doppler ambiguous locations vanish or are at least
much suppressed.
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Figure 7.20 Illustration of three backfolded and reconstructed unambiguous
Doppler bands
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7.5.2.3 Littoral zones
In contrast to reconstructing the unambiguous signal to alleviate the shortfalls of a
low-PRF HRWS SAR mode, one can attempt to cancel only certain ambiguity
contributions while keeping other Doppler bands unperturbed. One practically
relevant application is the elimination or suppression of ambiguity returns of strong
stationary land scatterers at the transition between land and water surfaces [45].
These land ambiguities are typically much stronger than the returns from the sea
thereby heavily compromising vessel detection in littoral zones. An example is
shown in Figure 7.21, clearly demonstrating that the two vessels on the upper right
are much more discernable after land ambiguity suppression HRWS processing. It
is important to note that only the Doppler ambiguities on one side of the spectrum
corresponding to the water–land transition direction need to be suppressed, for
instance, using a projection matrix orthogonal to the contributions related to the
positive ambiguous Doppler bands k ¼ 1; 2; . . .. This will lead more degrees-of-
freedom remaining to maintain good image quality. It is also worth mentioning that
in contrast to GMTI processing, the vessels might be stationary,23 since only higher
Doppler zones are eliminated instead of exploiting the interchannel phase.

7.6 Conclusions and outlook

Most algorithms derived and successfully deployed in airborne SAR-GMTI systems
in the past have been proven not be directly transferable to space-based SAR. As a
consequence, innovative new concepts have been developed that exploit the flexible
programmability of phased array antennas on spacecraft. After full commissioning of
MODEX on RADARSAT-2, it has been proven that an add-on GMTI mode on a SAR
satellite is feasible and capable of producing meaningful and partly operationally
relevant information. For land GMTI, it has been theoretically predicted and experi-
mentally confirmed that RADARSAT-2 can detect and reliably reposition street-
bound vehicles moving across-track with at least 40 km/h in a semiurban environment.
Comprehensive theoretical analysis of the performance limits for the along-track
velocity has revealed the potential of iSTAP to estimate speeds down to walking pace.
However, such accuracies have not been experimentally proven yet, and the devel-
opment of suitable estimators is a hot topic in current research. The biggest potential of
short-term impact is in the area of maritime domain awareness and belongs to the
outfitting of the operational wide-area ship detection modes with a VME capability.

Although the investigation of multichannel SAR in the past has been motivated
by GMTI, recent studies show a wider range of applications. As a matter of fact,
due to the linearity of a multichannel measurement, it is always, without any loss,
possible to recreate what would have been measured by a single antenna of
equivalent length. Thus, there can be no loss in capability or performance. The
main trade-offs to consider are the increased cost of the RF-switching hardware,
typically negligible compared to the overall mission costs, and the increased data

23In fact, the two vessels in Figure 7.21 are anchored according to their AIS information.
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volume and subsequent downlink demands. In contrast, this incremental cost offers
improved strategic imaging capability through better wide-area surveillance
coupled with accurate target velocity estimation, and improved tactical imaging
capability through high resolution, high-sensitivity imaging with clutter suppres-
sion and GMTI capability.

Due to the demonstrable benefits, there is no doubt that following space-
based SAR generations will possess multichannel capability. Consequently, future
R&D trends are expected to be directed toward multiaperture HRWS systems
combined with high-power active phased arrays and digital elevation beamforming.
In contrast to current low-resolution MSSR modes optimized solely for ship
detection, these future systems will serve multiple objectives in parallel; high-res
wide-coverage for oceanographic purposes like ice charting as well as vessel
detection, identification and estimation. These advanced systems will be so effec-
tive that a small number of them are sufficient to cover gigantic areas in short
revisit times, especially if placed in different orbital planes. High bandwidth
together with multiple channels drives up the requirements for data rate and volume
exponentially resulting in ever increased demands for downlink capacity forcing
exceedingly expensive new ground infrastructure. Therefore, another cross branch
of SAR-GMTI research will emphasize on the development of real-time, space-
hardened onboard processor hardware based on FPGA technology and robust
algorithms trying to minimize the downlink requirements. In terms of space-based
SAR-GMTI requirements for more tactical decision-making with the demand for
slow, low RCS mover detection and an estimation accuracy in the sub-metre range,
R&D will continue to look toward extendible antenna structures to increase aper-
ture and gain as well as coherently cooperating bi- and multistatic constellations
flying in close formation. New areas of R&D still in infancy are SAR-GMTI in
combination with MIMO using many different transmitted waveforms to create
higher diversity as well as polarimetric GMTI which may offer the ability to
measure different physical reflection mechanisms of detected moving objects and
may allow discrimination between various types of targets.
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Chapter 8

Interferometric and tomographic SAR

Gianfranco Fornaro1 and Antonio Pauciullo1

Abstract

Multipass differential synthetic aperture radar (SAR) interferometry (DInSAR),
with its capability to accurately monitor ground displacements, has dramatically
pushed the applications of imaging radars in many fields, particularly in the area of
environmental risk monitoring and security.

Advanced DInSAR techniques operating at reduced resolution allow mon-
itoring very wide areas whereas persistent scatterers interferometry (PSI) and more
recently SAR tomography for very high resolution sensors, have shown to be
powerful methods for providing 3-D point clouds representing buildings and
infrastructures as well as in the monitoring of their possible slow temporal defor-
mations. In this chapter, a detailed description of these techniques is provided,
starting on the basic principles of the SAR interferometry and highlighting the
relationship between interferometric and tomographic approaches.

8.1 Introduction

The principle of the synthesis of a large aperture is fundamental in Synthetic
Aperture Radar (SAR) image formation to enable the capability of producing very
high-resolution images of a ground scene with remote sensing systems operating in
the microwave region [1–3]. The key point in SAR imaging is the use of data
acquired with different along-track phase centres, which are made available by
exploiting the movement of the real antenna along a track. This feature allows the
possibility of carrying out a sharpening of the beam in the along-track direction at
the data processing stage, so to achieve an azimuth resolution comparable to that of
optical sensors.

Either by exploiting repeated passes of a single antenna system, or by having
at disposal at least another antenna on a single platform, interferometric SAR
(InSAR) exploits the possibility to acquire data from different phase centres

1Institute for Electromagnetic Sensing of the Environment (IREA), National Research Council (CNR),
Italy



characterized by the presence of offsets in the plane orthogonal to the azimuth
direction, determined by the baseline vectors. InSAR thus provides the possibility
to image the scene from slightly different incidence angles. The angular diversity
enables the measurement of the height distribution of ground scatterers. InSAR
therefore provides the 3D localization of the ground targets present in a SAR
image [4–7].

The chapter first of all provides a summary of the main characteristics of
InSAR mode. It addresses the description of the InSAR system from a geometric
point of view, giving emphasis to the introduction of the key parameters, such as
the sensitivity to the height and the accuracy in the height estimation, as well as to
the description of decorrelation, which is the source of noise in coherent systems,
and of the data processing aspects aimed at mitigating their effects [8].

The imaging in any weather condition and by day or night is an important
prerequisite for the observation of dynamical processes. Spaceborne SAR sensors
allow synoptic imaging as well as systematic data acquisition: The latter is a key
aspect for differential interferometric SAR (DInSAR) systems to reveal Earth
displacements to a centimetre accuracy level [9–11]. DInSAR, which exploits a
specific InSAR configuration characterized by repeated passes with reduced
angular diversity, i.e. reduced baselines, is the technique that has opened many and
probably among the most important applications of SAR in the area of natural
hazards. In fact, DinSAR has been widely used for the analysis of large deforma-
tions such as, for example, those generated by major earthquakes or pre-eruptive
volcanic activities.

A further, chief, development of InSAR/DInSAR is associated with methods
widely known as advanced DInSAR (A-DInSAR) or PSI techniques [12–17],
which are able to process large InSAR image stacks acquired over repeated orbits.
These techniques are capable to achieve monitoring of ground displacements to
sub-centimetre level of accuracy over wide regions, with important applications
to the area of environmental risk monitoring and security. DinSAR principles
and summaries of the key features of A-DInSAR methods like Small BAseline
Subset (SBAS) [12,15], belonging to the class of so-called coherent stacking
interferometry (CSI) working at reduced resolution (i.e. with multi-look data), and
the persistent scatterers (PSs) technique [16,17] working at full resolution are
outlined.

Within the framework of the processing of coherent (interferometric) SAR
stacks, SAR tomography (TomoSAR) has provided a further key contribution: it
revisits and extends SAR interferometry into a 3D [18,19], or even more (multi-D)
[20,21] SAR imaging context. The principle of TomoSAR is rather simple and
can be easily explained by using the analogy to antenna synthesis in the azimuth
direction explained before: by exploiting acquisitions carried out with multiple
baselines, TomoSAR allows the formation of a thin beam also in the cross-azimuth
(i.e. cross track) plane or better along the elevation direction. A spaceborne or
airborne fine beam ‘radar scanner’ can be therefore synthesized: this permits an
accurate scanning of the scene in 3D, thus extending traditional interferometric
approaches.

362 Novel radar techniques and applications – volume 1



3D SAR imaging (focusing) was demonstrated for the first time with an
airborne system [18] and was subsequently extended to the spaceborne case [19].
It enables a deeper and advanced investigation of the scattering of complex scenes,
such as urban areas or forest characterized by the presence of ‘structured’ scatter-
ing, i.e. a scattering mechanism that is distributed or concentrated in multiple points
along the vertical direction.

The 3D focusing concept can be extended along the time axis with 4D (space-
time) SAR imaging, also known as differential TomoSAR to allow the monitoring
of slow temporal deformation of ground scatterers [20,21].

Prospective distortions due to the radar imaging geometry frequently lead in
urban areas to interference of the response of multiple scatterers relevant to dif-
ferent ground structures that are imaged in the same image pixel (layover).
TomoSAR (3D or 4D) allows, therefore, extending the classical PSI technique by
allowing the possibility to detect the presence of the response of multiple scatterers
interfering within the same (azimuth-range) pixel due to the layover effect. With
respect to PSI, it allows also achieving improvements of the performances in the
detection of single dominant scatterers (not affected by layover) as well as in the
estimation of the parameters of interest in PSI processing [i.e. the height and
deformation mean velocity (DMV)].

The chapter is organized as described in the following. Section 8.2 provides
the basic equations related to the interferometric system that allows describing the
relation between the scene topography and the interferometric phase. In Sec-
tion 8.2.1, the relation associating the (ground) point height to the phase of the
corresponding image pixel is derived, together with the phase-to-height sensitivity
and some characteristic parameters as the ambiguity height. Moreover, the basic
(ground) point to (image) pixel interferometric relations are extended to the case
of a planar topography thus allowing to relate the terrain slope to the linear var-
iation of the interferometric phase with the range. Section 8.2.2 then summarizes
the decorrelation phenomenon, including the baseline decorrelation that is intrin-
sic to the interferometric system and, for a finite range resolution, a consequence
of the presence of the range variation of the phase. The basic concepts of DInSAR
for the measurement of displacements are then addressed in Section 8.2.3,
thus concluding the description of a basic interferometric system based on two
acquisitions. Section 8.3 is dedicated to the extension to an interferometric multi-
acquisition system. Key elements of two well-known approaches, i.e. CSI and PSI,
tailored to the monitoring of deformation in the presence of distributed and
concentrated scattering, respectively, are described. A simple tool based on a
two-step, or better a two-scale analysis, for the measurement of small scale (low
resolution) and large scale (full resolution) combining CSI and PSI is also
described. A feature of PSI is to allow the accurate 3D localization of scatterers at
full resolution: PSI is then generalized in the context of TomoSAR in Section 8.4.
TomoSAR is then extended with reference to deformation monitoring, in the
so-called differential TomoSAR or multi-D SAR focusing. Description of tomo-
graphic inversion algorithms as well as investigation of the PS detection in the
context of TomoSAR are then addressed.
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8.2 SAR interferometry

8.2.1 Basic concepts
We refer to Figure 8.1, which shows the reference geometry of a repeat pass InSAR
system in the plane orthogonal to the orbit (flight) direction, i.e. orthogonal to the
azimuth (x). Here, we assume two passes of a SAR system mounted on-board a
satellite or airborne platform at given times t1 and t2 and known positions S1 and
S2: the first pass is assumed as reference (master) and the two passes are separated
by a baseline vector b determined by b (baseline length) and ab (baseline tilt angle).
The Cartesian reference system is referred to the scene centre: a (the so-called
incidence angle) is the angle between the direction corresponding to the wave
vector of the impinging radiation and the vertical direction; J is the look angle of
the scatterer defined in the tilted Cartesian system, see Figure 8.1. It is worth noting
that for a spaceborne system, the look angle differs from the so-called off nadir
angle, see again Figure 8.1.

We have assumed the presence of a target P at height z, the unit vector r̂
defines the radar line of sight (los): r is the range of the scatterer at the first antenna,
r þ drT is the range of the scatterer to the second (slave) antenna.

A single SAR image is two dimensional (2D) and hence it can provide the
measurement, in addition to the azimuth, only of the range (r in Figure 8.1) with

S1
S2

P d

r̂

b
b

r
r + δrT + δrd

r + δrT
r

Z

αb
αb

α

nadir

los versor

Line of sight (los)
b׀׀ = b sin(   – αb)

b  = b cos(    – αb)

Figure 8.1 Reference geometry of an interferometric SAR system. Left image:
geometry of the interferometric SAR acquisition in the plane
orthogonal to the flight direction. Right image: relevant to the
decomposition of the baseline in to parallel and perpendicular to the
target line of sight components
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accuracies specified by the sensor resolution. Measuring the range alone cannot
provide unambiguous localization of the scatterer: No information is provided
about J, which is the third coordinate to be known to achieve knowledge about the
position of the scatterer in 3D.

The look angle can be estimated by exploiting at least another image acquired
with a different imaging geometry thus providing the measurement of a second
range of the target, i.e. r þ drT . Similarly to the human vision system, which
compares the variation of the projection of the object at the two eyes, the key
quantity that allows achieving sensitivity to the target height (z) is drT , i.e. the
range (travelled path) variation from one image to the other. The intersection of
the two circles orthogonal to the azimuth and centred on S1 and S2 with radii r and
r þ drT provides the localization of the target, and hence the measurement of the
height of the target.

In order to translate this concept into mathematical relations, we apply the
Carnot theorem to the triangle S1PS2 in the hypothesis of r� drT and r� b thus
obtaining

drT ffi �b sin J� abð Þ ¼ b== (8.1)

which is the fundamental equation relating the path difference to the look angle J
knowing the baseline vector. Note that the path difference can be zeroed by zeroing
the baseline length.

Letting H ¼ r cos a to be the height of the master sensor, the measurement of
J provides the direct measurement of the height:

z ¼ r cos a� r cos J (8.2)

Equations (8.1) and (8.2) provide the basic relations between the topographic path
difference drT and z. Stereoscopic measurement of drT by range difference in radar
imaging (stereometry), or very accurate interferometric estimation of drT by means
of phase measurement, allows estimating J from (8.1) knowing the interferometric
geometry, i.e. the baseline length b and baseline tilt angle ab. Given the incidence
angle a on the reference ellipsoid and the range r, the measurement of the look
angle J can be translated into the target height via (8.2) [4,22].

It is worth noting that the above procedure for the determination of the height
of the target is valid in the case of simultaneous acquisitions. In the case of quasi-
simultaneous or repeat pass acquisitions, the target can undergo displacements, thus
implying the presence of possible range variations that add to the topographic
contribution. With the aim to introduce a general model valid in the presence of
displacements, and hence also for differential interferometry that is the subject of
the next section, we assume in Figure 8.1 that the target can show a displacement d
between the two passes: This implies the presence of range variation drd along the
los (positive when the target is moving towards the sensor) in addition to the
topographic path variation drT . Depending on the case under analysis, i.e. inter-
ferometry or differential interferometry, in dr ¼ drT þ drd , we will set in drd ¼ 0
or drd 6¼ 0, respectively.
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The determination of drT or, better, of dr ¼ drT þ drd , with an accuracy of a
fraction of the wavelength l (i.e. centimetric at microwaves) can be achieved by
exploiting fact that electromagnetic waves undergo a phase change proportional to
the travelled distance during propagation.

We refer to the expression of the focused signal, for sake of simplicity only
along the range, after the data compression. Letting gt1ðrÞ and gt2ðrÞ be the scene
reflectivity, i.e. the function that models the backscattering properties at the two
(possibly different) acquisition times t1 and t2, and fpðrÞ the post-focusing point
spread function (PSF), but for inessential (from the interferometric viewpoint)
amplitude factors, we have the following expressions for the focused signal at the
first and second antenna (after proper registration, i.e. range alignment of the
response) [7]:

y1 r0ð Þ ¼
ð

dr gt1 rð Þe�j 4p
l rfp r0 � rð Þ ¼ e�j 4p

l r0
ð

dr gt1 rð Þe�j 4p
l r�r0ð Þfp r0 � rð Þ

¼ g1 r0ð Þe�j 4p
l r0 (8.3)

y2 r0ð Þ ¼
ð

dr gt2 rð Þe�j 4p
l rþdrð Þfp r0 � rð Þ

¼ e�j 4p
l r0þdr0ð Þ

ð
dr gt2 rð Þe�j 4p

l r�r0þdr�dr0ð Þfp r0 � rð Þ ¼ g2 r0ð Þe�j 4p
l r0þdr0ð Þ (8.4)

where dr0 ¼ dr r ¼ r0ð Þ. Generally, assuming the absence of any tapering of the
spectrum of the data leads to a PSF equal to fp rð Þ ¼ R�1

r sinc r=Rrð Þ, where
sinc rð Þ ¼ sin prð Þ= prð Þ [2] and Rr is the range resolution.

It is at this point worth to comment on the difference between the variables r
and r0, which represent the range of the scatterer and the radar sampled range, i.e.
the range of the image pixel, respectively. The two variables are indistinguishable
in the case of an infinite resolution, i.e. when Rr ! 0, thus translating the capability
of the SAR system to achieve, in this case, a perfect reconstruction of the
backscattering.

The path difference can be estimated by extracting the argument of the Her-
mitian product implemented via the complex beating of the two backscattered
signals (interferogram):

fðrÞ ¼ Arg y1ðrÞy�2ðrÞ
� � ¼ 4p

l
drðrÞ þ jnðrÞ ¼

4p
l
drT þ 4p

l
drd þ jn

¼ fT þ jd þ jn (8.5)

where the dependence on range of the terms in the last equalities has been
neglected for the sake of brevity, Argfg is the function that extracts the (unrest-
ricted) argument of a complex number.

The term jn accounts for the unavoidable additive phase noise contribution
corrupting the measurements in Equations (8.3) and (8.4) as well as the effects of
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the phase change between g1 and g2. The latter is referred to as decorrelation of the
radar echoes and accounts for the effects of the difference between the two integrals
in (8.3) and (8.4) which coherently sum different complex terms due to possible
temporal changes and to the presence of the term dr � dr0, which vanishes only in
the case of infinite resolution, that is a Dirac impulse fpðrÞ.

It is worth to note that, strictly speaking, (8.5) is valid for simultaneous or
quasi-simultaneous acquisitions. The latter is the case in which the antennas are
mounted on the same platform or on a formation of satellites flying in a closed
configuration. In such a case, the configurations are referred to as along-track
interferometry and the term drd , due to the displacement, can allow detecting fast-
moving targets and measuring their radial velocity [23,24] or measuring extended
surface displacements [25] such as those associated with currents for maritime
applications.

In the presence of a significant time delay between the two acquisitions, as in
the case of repeated passes in differential interferometry for monitoring slow,
long-term deformation over the time of ground scenes, an additional phase term
must be considered to take into account for the variations of the atmospheric con-
ditions [26]. This aspect is better described in Section 8.2.3 addressing the use of
differential interferometry for monitoring slow temporal deformation.

By using (8.1), (8.2) and (8.5), it is possible to evaluate the sensitivity of the
interferometric system to the height:

gz ¼ @fT

@z

����
���� ¼ 4p

l
@drT

@z

����
���� ¼ 4p

l
@drT

@J
@J
@z

����
���� ¼ 4p

l
b?

r sin J

����
���� (8.6)

where b? ¼ b cos J� abð Þ is the orthogonal baseline component, see Figure 8.1.
Equation (8.6) describes an important parameter associated with the accuracy

of the interferometric system: it highlights that the larger the orthogonal baseline
component, the higher the sensitivity of the system to the height and hence, for a
fixed level of phase noise, the higher the accuracy of the system in the estimation of
the target height.

The phase is extracted from complex numbers; the measured version of f is,
therefore, for each image pixel, a number belonging to the interval �p;pð Þ. The
image corresponding to the wrapped phase has sharp variations (fringes) between
pixels located where the phase changes from �p to p and vice versa: the whole
excursion of the wrapped phase from –p to p (or vice versa) is referred to as an
interferogram.

The wrapping, applied to each pixel, is a non-linear and surjective operator.
Hence, the action aimed at inverting this operator, referred to as phase unwrapping
(PhU), is, generally, a very difficult task in the whole processing chains leading to
the final digital elevation model (DEM). Several PhU algorithms have been pro-
posed in the literature [27–29]: Among them, a widely used approach is framed in
the context of linear programming and specifically is based on a minimum cost
flow approach [27]. An exhaustive description of such methods is outside the scope
of this chapter.
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The height variation that generates a phase change of 2p of the topographic
component, i.e. fT , is referred to as ambiguity height or also phase cycle [6,7]:

z2p ¼ lr sin J
2b?

¼ 2p
gz

z2p ¼ 85
100
b?

m½ � for ERS=Envisat (8.7)

Accordingly, larger baselines provide lower ambiguity heights, i.e. an increase of
the number of fringes for a given topography variation. This choice allows in
principle achieving higher accuracy in the DEM reconstruction, see (8.6). Never-
theless, besides making PhU much more challenging, a baseline increase leads as
well as to an increase of the decorrelation of radar echoes [8], especially for the
class of systems characterized by a limited spatial resolution: This point will be
addressed in more detail in the analysis of decorrelation of radar echoes which is
the subject of the next section.

So far, we have mainly described the interferometric system on the basis of a
single pixel, i.e. the relation between the scatterer height and the corresponding
interferometric phase in the image pixel. It is however instructive to evaluate the
variation of the topographic path difference with the range to allow relating the
phase to canonical topography profiles. This analysis is preliminary to the eva-
luation of the decorrelation of radar echo described in the next section. Moreover, it
allows also demonstrating that even in the absence of any topography, the inter-
ferometric phase shows an intrinsic variation with the range due to the change of
the look angle over the range. This contribution is usually referred to as flat Earth
contribution.

We first of all refer to Figure 8.2 and derive a linearized version of the relations
in (8.1) and (8.2) relating the topographic path difference drT to the topography z.
We there assume that the analysis is carried out locally and therefore we refer to the
(slant) Cartesian reference system depicted in green in Figure 8.2 with the los axis

b

r + δr
r

r + δrT0

r – r0

z

z
s

r0

α

β

Figure 8.2 Reference geometry for the evaluation of the behaviour of the range
path variation with the range for a planar terrain with a generic
slope b. r0 is the reference range and r is the generic range
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corresponding to the range and with the axis s (slant height) orthogonal to the
range: the latter is usually referred to as elevation.

The relation between the height and the slant height is

s ¼ z

sin a
(8.8)

By considering the sensitivity equation, i.e. (8.6), specified for r ¼ r0 we have

@drT

@z

�����
r¼r0

¼ � b?
r0 sin a

! @drT

@s
¼ � b?

r0
(8.9)

that, after integration, provides

drT ðrÞ ¼ � b?
r0

sðrÞ þ cost (8.10)

To this end, we refer to Figure 8.2 where we have a reference point at range r0 on
the ground whose path difference is indicated as drT0 : the aim is to evaluate drT at
the generic range r as a function of the terrain slope. We assume the scene topo-
graphy to be planar with a ground slope equal to b (see Figure 8.2).

The topography can be described in the slant reference system ðs; rÞ by
s ¼ sðrÞ: for the assumed planar terrain the latter can be specified as

s ¼ ðr � r0Þcotða� bÞ (8.11)

At this stage, the substitution in (8.10) of the expression of the planar topography
profile in (8.11) provides

drTðrÞ ¼ drT0 � b?
r0
ðr � r0Þcotða� bÞ (8.12)

where drT0 is the range variation at r ¼ r0. (8.12) shows that drT ðrÞ is a linear
function of the range r, with an angular coefficient that depends on the terrain
slope: even in the case of a flat Earth (b ¼ 0), the range path difference changes
(approximately) linearly with the range. The angular coefficient of drT ðrÞ
increases for b approaching a. The condition b ¼ a (layover limit) provides an
infinite angular coefficient: this situation corresponds to a planar terrain whose
slope is such that the terrain profile and the los direction are orthogonal. The image
of the whole plane would be in this case located at a single range (r0) and the path
difference would be therefore characterized by an infinite derivative in r ¼ r0.

Starting from (8.5) and (8.10), it is possible at this point to derive (up to an
inessential constant factor) the general expression of the interferometric phase as a
function of the topography and deformation:

f ¼ 4p
l
dr þ jn ¼ �

4p
l

b?
r0

sðrÞ þ 4p
l
drd þ jn (8.13)
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Equation (8.13) clearly shows the different sensitivities of the interferometric sys-
tem due to the topography and to the displacement. In particular, the deformation
term drd is in a ratio with the wavelength (l), whereas for the topography, the
elevation s is in a ratio with the term lr0=b?. Measurements of the phase with
accuracy of a fraction of the wavelength (centimetres at microwaves) provide
centimetre-to-millimetre accuracy in the path difference. The same cm/mm accu-
racy is on one hand directly translated to the deformation measurement; on the
other hand, as for the topography, the presence of the term r0=b? (typically of the
order of 103) leads to a final accuracy in the estimation of the slant height ranging
from decametres to metres.

8.2.2 Decorrelation of radar echoes
As already pointed out, the phase noise in interferometric systems is not only
related to the unavoidable additive thermal noise but also to the change of the
backscattering characteristics of the scene between the two acquisitions. Changes
in the relative phase between g1 and g2 in (8.3) and (8.4) lead in fact to the presence
of a noise contribution in the interferometric phase f in (8.5), which is referred to
as decorrelation.

An important term introduced to quantify the degree of decorrelation, or better
of correlation between the two interferometric signals, is the cross-correlation index
c, which is a measure of the linear predictability of two random variables [30]:

c ¼ Eðy1y�2Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Eðjy1j2ÞEðjy2j2Þ

q ¼ r exp j�jð Þ (8.14)

where Eð�Þ is the statistical mean operator, �f is the expected interferometric phase;
the modulus of c, i.e. r, belongs to the interval 0; 1½ � and is referred to as coherence.
The closer the coherence to 1, the higher the degree of correlation [7,8,31]. The
limit value r ¼ 1 indicates that the two (zero mean) random variables y1 and y2 are
one linearly predictable from the other by a (complex) scaling with a minimum
mean square error equal to zero [30]. Therefore, the higher the value of r, the lower
the noise contribution [8]. The factor 1� r measures on the other hand the
decorrelation degree between the two acquisitions.

Under the circular (zero-mean) Gaussian assumptions for both the signal
describing the scene backscattering and the additive noise, independent to each
other, it can be shown that the limit case r ¼ 0 leads to a probability density
functions (pdf) describing the statistical behaviour of the measured (wrapped)
interferometric phase uniformly distributed in �p;pð Þ whereas for r ¼ 1, the pdf is
a Dirac impulse thus indicating the absence of phase noise fluctuations. Details
about the derivation of the pdf are outside the scope of the chapter and can be found
in [8,31]. Meanwhile, it is worth for the subsequent analysis to distinguish and
comment upon the different sources of decorrelation.

The coherence is a product of several factors [8] translating the different
decorrelation sources, the most important ones being associated with the change of
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the imaging geometry ðrspatialÞ due to the spatial orbit offset (spatial baseline or
simply baseline), the (possible) temporal separation between the acquisitions
ðrtemporalÞ and the thermal noise [8]:

r ¼ rspatial rtemporal rthermal (8.15)

Spatial decorrelation is the translation of the speckle noise in the interferometric
context. We refer to (8.3) and (8.4): Here, it can be noted that the integrals involve
an integration over the resolution cell of the function describing the backscattering.
Even in the case of absence of any temporal changes in the scene backscattering
function (i.e. gt1 ¼ gt2), the change of the imaging angle determines a change of the
phase factor included in the integral (see the presence of the exponential terms with
the presence of an uncommon term dr � dr0). As shown before for a planar topo-
graphy, this term can be well approximated with a linear function of the range.
Accordingly, the exponential term with argument dr � dr0 in (8.4) leads to a
spectral shift of the backscattering function and therefore to the presence of
uncommon reflectivity spectral components in the spectra of the received signals
[32,33]. These components are generally incoherent and hence responsible for the
presence of decorrelation.

To quantify the spatial decorrelation for a canonical scattering case, it can be
assumed that the distributed scattering, invariant with the time, is described by a
white process. Mathematically, the function gt1 ¼ gt2 in the integrals in (8.3) and
(8.4) is a zero mean random process with an impulsive autocorrelation (absence of
correlation between scatterers at different range). Under these conditions, it can be
shown that the spatial decorrelation (on a planar terrain) increases linearly with an
increase of the slope of the linear function dr rð Þ � dr0 [32]. More specifically,
letting Br ¼ 2Bt=c be the spatial range bandwidth [m�1], where Bt is the trans-
mitted bandwidth and c is the speed of light, it results that [7,8]

rspatial ¼ 1� x0j j
Br

for x0j j � Br and 0 elsewhere (8.16)

x0 ¼
2b?
lr0

cot J� bð Þ (8.17)

where r0 is the reference range and b is the terrain slope in Figure 8.2; x0 [m�1] is
the wavenumber shift. It is evident that the larger the baseline, the higher the spatial
decorrelation; moreover, the closer b is to J (b ¼ J is the layover limit), the lower
is the spatial coherence.

The value bcr of b? leading to x0 ¼ Br, i.e. to a wavenumber shift equal to the
spatial bandwidth (m�1), is called the critical baseline:

bcr ¼ lr0Br

2 cotða� bÞ ¼
lr0

2Rr cotða� bÞ (8.18)

where Rr ¼ 1=Br is the range resolution. For high resolution (HR) SAR sensors
such as ERS and Envisat, operating at C-band, the critical baseline is slightly above
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1 km; for very high resolution (VHR) SAR sensors, such as COSMO-SkyMed and
TerraSAR-X operating at X-band, the critical baseline is above 4 km. For VHR
systems as well as for Sentinel-1, for which the range resolution was increased with
respect to ERS and Envisat, the spatial decorrelation is therefore typically
negligible.

Equation (8.16) can be rewritten as

rspatial ¼ 1� b?j j
bcr

for b?j j � bcr and 0 elsewhere (8.19)

The spatial decorrelation can be contrasted by implementing a filtering, called
common band filtering, which is stationary for a planar terrain [32] and non-
stationary for a rolling topography [33]. This filtering is effective on distributed
scattering (such as associated with rural areas) but is not recommended for an
interferometric analysis at full resolution in urban areas where the presence of
dominant scatterers tends to correlate the backscattering harmonics [33]. In this
case, the hypothesis of ‘out of band’ decorrelation is no longer valid and the
common band filtering can even lead to a degradation of the phase quality.

The temporal decorrelation is due to the change of the scene backscattering
properties over time. This decorrelation source is of main importance in repeat
pass interferometry, especially with systems operating at higher frequencies
(for instance X-band). It is obviously critical not only over rapidly changing scenes,
such as sea, but also in vegetated area where the growth, and in general the change
of vegetation, leads to strong variation of the backscattering coefficient. Temporal
decorrelation is typically modelled with an exponential decay [8], where the decay
factor depends mainly on the scene and specifically on the land coverage.

The last key contribution to decorrelation, thermal decorrelation, is due to the
presence of thermal noise in the receiving apparatus. It is particularly evident in
areas characterized by very low scene backscattering [5]. Other decorrelation
sources are associated with variations of the imaging aspect angle (Doppler Cen-
troid decorrelation) and to processing artefacts [5,8].

The correlation index, and therefore the coherence, can be estimated on real
data [31] by substituting the statistical averaging Eð�Þ with a spatial averaging
operator h�i, typically referred to as spatial multi-looking:

ĉ ¼ h y1y�2iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hj y1j2ihj y2j2i

q ¼ r̂ exp jf̂
� �

(8.20)

where ĉ and r̂ are the estimated correlation index and coherence, respectively,
whereas, ĵ is the averaged (multi-look) phase. Note that h y1y�2i is referred to as
multi-look (i.e. spatial averaged) complex interferogram: the complex (coherent)
multi-looking implemented in the numerator of (8.20) is therefore used also to
filter out the noise from the single look (complex) interferogram y1y�2 at the expense
of a spatial resolution loss. Multi-look is generally carried out locally, i.e. by
averaging close pixels for instance via a boxcar filter. Coherence estimation is
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affected by bias [34,35]. Modern algorithms use advanced (adaptive) spatial multi-
looking to account for the presence of non-stationary, or better inhomogeneous
backscattering [36–39].

8.2.3 Differential interferometry
SAR interferometry is aimed at the estimation of the DEM; in this case, the
acquisition is carried out in such a way to image the scene at the same or close by
times so that drd ¼ 0. This can be achieved either by using a single system with two
SAR antennas or by exploiting two passes repeated at fractions of seconds. In the
first case, the antennas are mounted either on an airborne or on special spaceborne
platform: the latter was the case for the generation of the worldwide DEM by
the Shuttle Radar Topography Mission (SRTM). To the second class belongs the
Tandem-X mission for the generation of an upgraded version of the SRTM global
DEM [3].

Differently from InSAR for DEM reconstruction where, to increase the
coherence, the acquisitions should be simultaneous, differential interferometry is a
configuration where the interferometric acquisitions are obtained by two repeated
passes over the same orbit [9]. The aim is to measure the interferometric compo-
nent associated with the displacement, i.e. drd . Equation (8.5) shows that a single
interferogram contains both the topographic and deformation components: the
former term is negligible only in the case of a spatial baseline close to zero,
i.e. when the two data takes are acquired with passes repeated ‘almost’ over the
same orbit, which is however typically not the case of real acquisitions.

To eliminate the topographic component, DInSAR relies on the use of an
external DEM which is exploited, knowing the orbits, to evaluate an estimate dr̂T

of drT . Letting dreT ¼ drT � dr̂T be the contribution to the path difference related
to the error in the knowledge of the DEM, we can consider the following new
expression for the phase signal:

j ¼ 4p
l
dreT þ 4p

l
drd þ ja þ jn; (8.21)

where jn is, as before, the stochastic term associated with the phase noise including
thermal noise and decorrelation. It is worth noting that, since acquisitions are often
acquired also with large temporal separations in the DInSAR case (days to months),
the effect of temporal decorrelation is typically the main source of noise.

All the contributions in (8.21) are now analysed in details.
As for the displacement component, we refer to Figure 8.3 relevant for the

description of a differential interferometric system with two repeated passes of a
satellite at different times in the presence of a displacement of the point P at range r
identified by a vector d. Assuming again the far field case (r� drd), the following
approximation holds

drd ¼ d � r̂ (8.22)

Interferometric and tomographic SAR 373



which states that the measurable path difference related to the deformation is the
component of the displacement d along the los direction, which is given by the
versor d � r̂.

With respect to (8.5), (8.21) includes the additional term ja associated with the
fact that acquisitions are carried out at different times (epochs). When waves pro-
pagate through the atmosphere, they are delayed according to the refraction index
[26] that typically shows significant variations above distances of the order of a few
hundred of metres: the delay is interpreted as an increase of the range which in turn
produces a variation of the phase. In case of simultaneous acquisitions, such a phase
disturbance affects almost exactly in the same way the two images and therefore it
cancels at the stage of signals beating for the extraction of the interferogram. In
repeat pass acquisitions with temporal differences typically ranging from several
days to months and even years, the refraction index shows significant variations: ja

is therefore the phase associated with variation of the atmosphere between the two
acquisitions. Such term, usually referred to as atmospheric propagation delay (APD)
or atmospheric phase screen, can be stochastically characterized [26] and typically
shows (at C-band) spatial variations within the scale of a few hundreds of metres. As
for the magnitude, the absolute delay of the radiation may reach the order of a metre
and more. Whereas, such a delay is important for accurate geo-localization of SAR
images, for instance for imaging geodesy [40], for interferometry constant phase
factors are inessential: Only spatially variable components of the delay are of concern
and these have magnitudes of the order of a few (typically <3, 4) multiples of 2p.

The other component, dreT , is the residual topography. The image corre-
sponding to j in (8.21) is called differential interferogram as it is obtained by
subtracting to the interferogram in (8.5), the contribution associated with the
external DEM, usually referred to as synthetic interferogram fsyn:

j ¼ f� fsyn ¼ f� 4p
l
dr̂T ; (8.23)

S1 = S2

r

los

r + δrd

d P

r̂

Figure 8.3 Relevant for the description of a differential interferometric SAR
(DInSAR) system with two repeated passes of a satellite at different
times in the presence of a displacement d is the displacement drd is the
range variation induced by the displacement
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where dr̂T ¼ r̂T2 � r̂T1, r̂T1 and r̂T2 are the (topographic dependent) range to the
first and second antenna evaluated from the external DEM. The synthetic phase
fsyn is evaluated by computing, on the grid of pixels of the master image (with
respect to which the interferometric signals are evaluated), the difference between
the distances of the ground points described by the external DEM to the so-called
zero Doppler satellite positions at the first and second antenna [41], the latter being
the positions where the target los is orthogonal to the platform velocity vector.

It is clear that, by using a single differential interferogram, a single measure-
ment described (8.21) is available, which alone is not sufficient to distinguish
between the components of residual topography (i.e. the DEM error), the wanted
deformation component and the atmospheric delay. Accordingly, a first condition
to achieve the measurement of the displacement drd is that the residual topography
dreT in (8.24), i.e. the DEM error, must be limited, typically a fraction or at most
equal to the ambiguity height. Large deformation components, as for instance those
associated with large earthquakes, typically involve displacements of several tens
of centimetres (i.e. several times l=2 and therefore leading to phase variations
much larger than 2p): these displacements are therefore normally clearly distin-
guishable from a residual topography components generated from DEMs with an
accuracy higher (i.e. numerically lower) than the ambiguity height (the latter
leading to a variation of the phase of 2p). Earthquakes (co-seismic) displacements
maps can be therefore easily measured with the DInSAR technology and have
provided to geologists information about displacements associated with tectonic
movements with a spatial density (i.e. coverage) that cannot be achieved by any
other classical technique (levelling, GPS, etc.).

Satellites are able to regularly repeat orbits over the time. As a consequence,
stacks of multi-pass acquisitions characterized by angular and temporal diversity
are available in remote sensing archives for many areas of the Earth surface and can
be processed, as explained in the next session, to increase the accuracy in revealing
displacements as well as to allow monitoring deformations over the time; the latter
being an option not possible with standard two pass DInSAR.

8.3 Multi-pass differential interferometry

In order to achieve a much higher accuracy in the estimation of the deformation and
thereby capture even subtle (mm/yr) movements, modern A-DInSAR processing
algorithm jointly process all the images in stacks of multi-temporal acquisitions:
this processing allows in fact discriminating between the atmospheric and
deformation phase components as well as the residual (w.r.t. the external DEM)
topography contribution.

Two different classes of A-DinSAR methods are typically used: CSI [12–15]
and PSI [16,17]. In addition to the possibility to estimate and remove the atmo-
sphere, such methods are also able to extract the information about the displace-
ments at the different times (epochs): these are usually referred to as time series.

The first class of algorithms, CSI, essentially analyses stacks of interferograms
showing sufficiently high coherence values. To measure the coherence and as well
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as to mitigate, via the averaging, the phase noise in the interferograms, they make
use of spatial multi-looking: spatial multi-looking allows also down-sampling the
data in azimuth and range and therefore this class of algorithms is particularly
suitable for the analysis of wide areas at lower resolution (small scale). To this class
of algorithms belong the well-known small BAseline subsets or simply small
BASeline (SBAS) approach in [12] proposed as an extension of the least square
interferometric approach in [42]. In this case, the interferograms are selected by
bounding up the spatial and the temporal separations (baselines) between the
acquisition pairs to limit the decorrelation associated with distributed scattering and
with the possible scattering changes over the time, typically occurring in rural areas
with sparse vegetation. Conversely, the second class of algorithms analyses inter-
ferograms at the highest spatial resolution to determine the deformation of single
dominant scatterers, typically associated with man-made structures (dihedral and
trihedral corresponding to walls edges, corners, masts, gratings, etc.). In this case,
to achieve also a high accuracy in the localization of scatterers, no limitation on
the spatial baseline is introduced. To this class of algorithms belong the PSs tech-
nique [16,17].

For both approaches, we refer to Figure 8.4 where it is assumed that the
satellite is acquiring the N images at ordered time instants (epochs), collected in
the vector t ¼ t1; . . .; tN½ �T ( �½ �T is the transpose operator), also referred to as
temporal baselines, and characterized by spatial baselines, collected in the
vector b? ¼ b?1; . . .; b?N½ �T: temporal and spatial baselines are referred to a
reference (master) acquisition, for example acquisition #2 in Figure 8.4. Gen-
erally, the master image is selected as the geometric barycentre of the points of
the scatter plot of all acquisitions in the baseline domain, i.e. the domain
showing the spatial baseline distribution versus the times (temporal baselines).
All images are supposed to be registered, i.e. aligned, to the reference (master)
image so that the response of a ground target is located in the same pixel in the
different images [41].

s

r

b  1

b  N

t1 t2

tN

Figure 8.4 Multi-pass DInSAR geometry with a target undergoing a sequence of
displacements. The second image is assumed as reference (master)
image
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8.3.1 Coherent stacking interferometry
Hereafter, we describe the basic concept of CSI methods. Let us suppose that the
phase values corresponding to the N acquisitions, for each azimuth-range pixel, are
collected in a N-dimensional vector

j ¼ j1; . . .;jN½ �T (8.24)

each element having the form of the phase of signals as in (8.3) for the master and
(8.4) for the slaves.

Due to the presence of the backscattering coefficients g1; . . .; gN , see again
(8.3) and (8.4), the phase values in (8.24) are affected by the presence of a random
phase that, for underlying backscattering mechanism modelled as zero-mean cir-
cularly complex Gaussian random process, is uniformly distributed in the �p;pð Þ
interval. Even for perfectly correlated backscattering coefficients, the measure-
ments of the absolute phases to the different antennas would be in any case affected
by a common random variable with a phase uniformly distributed in the �p;pð Þ
interval.

Anyway, since only relative phase values are of importance for interferometry,
the problem of the common unknown (random) phase value can be overcome by
referring the phase vector in (8.24) to the phase of one image (reference image):
the latter is generally either the barycentre of the acquisitions in the baseline
domain or the first image so to achieve, in the case of temporally ordered stacks,
deformations are referred to the first available time instant. In the following,
we will therefore assume that the phase values are all referred to a reference
image, whose index is generic and indicated as n0 so that j ¼ j1; . . .;jN½ �T  j ¼
j1 � jn0

;j2 � jn0
; . . .;jN � jn0

� 	T
in the vector in (8.24). The latter substitution,

as well as all the associated ones interesting the related vectors (for instance the
substitution that brings to zero the n0-th element of b?) will be omitted for sake of
notation simplicity.

We also assume that the phase signals have been compensated by the ranges
r̂T1; . . .; r̂TN estimated from an available external DEM. Therefore, according
to what described in the previous sections, the phase vector in (8.24) can be
modelled as

j ¼ � 4p
l

b?
r

sþ 4p
l

dþ ja þ jn (8.25)

where d ¼ drd1; drd2; . . .; drdN½ �T collects the displacements of the target along the
los observed at the N antennas, i.e. the time series; ja and jn collect the APD and
phase noise contribution, respectively; s ¼ z=sin J, s and z being the slant and
topographic heights, respectively, now residual with reference to the external DEM
exploited to compensate the known topographic contribution. This latter operation
is usually referred to as Zero (spatial) Baseline Steering (ZBS) because, in the case
of perfect knowledge of the DEM, it would allow nullifying the first term at the
right hand side in (8.25) as if the spatial baselines were all zero. Obviously d has, as
all other vectors, a zero element in the position of the reference image (n0).
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A remark is now in order. In fact, the phase vector in (8.25) collects the
interferograms between the available acquisitions and the same reference image.
Although measurable directly from the data, these interferograms are assumed to be
unknown in the CSI multi-interferogram analysis because of several drawbacks
related to the presence of large baseline interferograms.

First of all, phases are considered to be unwrapped. Even though working with
residual topographic phases, the ZBS operation is usually carried out with respect
to an inaccurate DEM, thus leaving, on large spatial baseline interferograms, a
significant residual contribution that could impair the unwrapping step. Second,
interferograms corresponding to large temporal and spatial baselines are typically
affected by strong decorrelation.

In order to circumvent these problems, the vector in (8.24), modelled according
to the expression in (8.25), is thought as the unknown of the CSI approach, which
have to be estimated starting on a set of say M interferograms (the measures) gen-
erated according to an acquisition paring involving the presence of small baselines.

To further mitigate the decorrelation phenomena, which typically affects sig-
nificantly rural areas, the M interferograms are also multi-looked, i.e. generated by
using the averaging operator in (8.20), generally via a boxcar filtering, thus leading
to a loss of spatial resolution.

The measured interferograms are generated by assuming redundancy,
i.e. M 	 N � 1: typically 2N � M � 3N . In Figure 8.5, it is shown that the
acquisition distribution of a real satellite system in the so-called spatial–temporal
baseline domain: baselines are referred to the master image. The figure shows
a graph in which each node is an acquisition and each edge is an interferogram.
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Figure 8.5 The graph corresponding to the pairing of acquisitions in the spatial/
temporal baseline domain. Example from a real passes of a SAR
sensor with two separate subsets
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The redundancy is introduced also with the aim to control the errors at the PhU
stage, which represents one of the most critical steps in the processing chain.

For each azimuth-range pixel, the (unwrapped) values of the measured inter-
ferograms are stacked in the M-dimensional vector:

Dj ¼ Dj1; . . .;DjM½ �T (8.26)

It is now necessary to relate the M (unwrapped) redundant interferograms values
in (8.26) to the N unknown phase values in (8.24), corresponding to the phase dif-
ference between the acquisitions and the reference image. To this end, the following
incidence matrix describing the pairing between the acquisitions for the inter-
ferogram generation, i.e. the graph in the acquisition domain where the arcs (edges)
are the interferometric pairs and the end nodes of the acquisitions, can be introduced:

B ¼

0 �1 0 þ1 . . .

0 0 þ1 0 . . .

. . . . . . . . . . . . . . .

. . . . . . . . . . . . . . .

2
66664

3
77775 (8.27)

Each row of the M
N matrix B describes one single interferogram pairing with
þ1 and �1 located at the positions of the master and slave acquisition of the
generic interferogram: For instance in (8.27), it is assumed that the first inter-
ferogram is generated by pairing the second (slave) and fourth (master) acquisition;
the second interferogram has the third acquisition as master image.

Some considerations about the incidence matrix in (8.27) are now in order.
First of all, it is rank deficient by construction [43]: this rank deficiency is a con-
sequence of the fact that the unknown vector in (8.24) collects interferometric
values. Since the latter are essentially phase variations from the masters to the
slaves acquisition, they result to be insensitive to the presence of a constant phase.
Moreover, the incidence matrix does not account for the implicit information car-
ried out by the phase vector in (8.24), i.e. the fact that such a vector is referred to
reference acquisitions. Accordingly, the following (Mþ 1 )
N augmented version
of the matrix in (8.27) can be considered:

Ba ¼
B

b0

" #
(8.28)

where b0 is introduced to account for the constraint jn0
¼ 0 that sets to zero, the phase

on the reference image n0, thus solving the problem of the intrinsic rank deficiency.
Thanks to the definition of Ba, it is possible to write the equation relating, in

each azimuth-range pixel, the interferograms (elements of Dj) and the acquisitions
(elements of j):

Baj ¼
Dj
0

" #
(8.29)
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Equation (8.29) can be therefore inverted to achieve the unknown phases at the
different antennas, modelled as in (8.25), from the interferometric measurements in
(8.26). Due to the redundancy in the construction of the interferograms, the system
in (8.29) is overdetermined i.e. we have more equations than unknowns (M > N).
The inversion is therefore carried out in the least square sense via the use of the
pseudo-inverse [43]:

ĵ ¼ Bþa
Dj
0

" #
(8.30)

ð�Þþdenoting the pseudo-inverse operator.
It should be noted that, when a group of acquisitions are disconnected due to

possible constraints of the maximum spatial and temporal baseline (see Figure 8.5),
thus generating different subsets, the augmented matrix Ba in (8.29) is still rank
deficient. The use of the singular value decomposition (SVD) allows in this case to
regularize the pseudo-inverse Bþ to achieve the minimum L2 norm solution
[12,43]. An effective way is to change the unknowns in terms of phase variations
between ordered times, i.e. j2 � j1; . . .;jN � jN�1 and then apply the SVD pro-
cedure so to achieve a minimum L2 norm solution on the phase variations between
consecutive epochs, i.e. a minimum kinetic energy solution like. An integration
step is in this case necessary to retrieve the original vector j.

Once the estimate ĵ of the unknown vector j in (8.24) has been obtained
through the inversion in (8.30), the separation of the components present in (8.25),
i.e. s, d and ja, can be then carried out by exploiting their deterministic/statistical
properties. This fact is better explained in the following.

The first vector component in (8.25) has a well-known structure (signature)
that follows precisely the spatial baseline distribution b?, which in turns is known
from the orbital state vectors (satellite positions). In addition, the second vector
component in (8.25) can be modelled as d ¼ vtþ dNL , where v is the DMV and
dNL the vector accounting for the non-linear deformation. Accordingly, the residual
topography s and the DMV v can be jointly estimated via a least squares inversion
of the model in (8.25):

ŝ
v̂


 �
¼ 1

1� r2
bt

�r
bT
?

kb?k2 þ rbt
rtT

ktkkb?k

�rbt
bT
?

kb?kktk þ
tT

ktk2

2
6664

3
7775 l

4p
j rbt ¼

bT
?t

ktkkb?k (8.31)

where rbt is the correlation index between the spatial and temporal baselines’
distribution. It is interesting to note that in the presence of strong correlation
between the baseline vectors, the estimation problems show ambiguities [44].

The subtraction from the estimated phase of both the residual topography and
the linear part of the displacement vector leads to

ĵd ¼ ĵ þ 4p
l

b?
r

ŝ � 4p
l

v̂t ¼ 4p
l

dNL þ ja þ jn (8.32)
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The separation between the displacement and APD vectors is carried out by
considering their statistical characterization in terms of spatial and temporal
variability: dNL shows typically a spatial and temporal correlation, whereas ja is
correlated along the space but uncorrelated with respect to the time. Accordingly, a
simple spectral filtering implemented in the wavenumber/frequency domain is
typically sufficient to achieve the measurement of the time series in each pixel.
Seasonal variations of the APD cannot be, however, handle with this simple
filtering.

It is worth pointing out that the most critical part of the processing procedure is
represented by the unwrapping step. A correct unwrapping is of key importance to
preserve the spectral characteristics of the signal, which is fundamental for the
separation of the different components. The unwrapping is therefore carried out on
a suitable sparse grid where the phase information is less affected by the noise.
To this end, as already specified, the stack of available coherence images is used to
distinguish between reliable and noisy areas so to define the sparse grid where the
interferometric analysis is performed, i.e. where deformation measurements are
provided as output.

Interferograms can be singularly unwrapped on the sparse grid of pixels.
However, the availability of a set of interferograms can be profitably exploited to
achieve more robust estimation of the unwrapped phase. A first improvement to the
unwrapping is given by the introduction of a model for the variation of Dj over
spatial arcs connecting close pixels (spatial differences). In [14,15], it is explained
that an estimation of the variation of Dj over spatial arcs connecting nearby pixels
can be carried out on the wrapped interferograms by modelling the phase as a sum
of just two components, one associated with the residual topography and the other
with the average deformation rate, i.e. the mean deformation velocity, that is the
linear component of the deformation. As a matter of fact, the operation of spatial
differentiation, which, together with the variation among the acquisitions asso-
ciated with the interferometric pairing, leads to a double differentiation (along the
times and along the space), allows mitigating the effect of non-linear phase com-
ponents associated with the deformation and with the atmosphere. The retrieved
(initial) estimation of the residual topography and mean deformation velocity can
be subtracted from the wrapped interferograms to mitigate the interferometric
phase variations and hence to ‘help’ the subsequent independent unwrapping of
each interferogram [14,15].

A further, more complex improvement can be carried out by exploiting the
redundancy of pairing in the interferogram generation, in other words by exploiting
the fact that Dj should not deviate from the range space RðBaÞ of the matrix Ba,
which is achieved through the projector operator BaBþa . The description of
advanced PhU is as well as outside the scope of the chapter. The reader can refer
[45–48] for a description of the so-called 3D PhU: computational cost is in this case
a problem that can play an important role due to the need to jointly handle the PhU
of the whole interferometric stack.

After the unwrapping, a further check is carried out by analysing the residual
vector between the starting (wrapped interferograms) and e jBþa BaDj [12].
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8.3.2 Persistent scatterers interferometry
Persistent scattering interferometry (PSI) is tailored to the analysis of man-made
structures: the PS approach [16,17] was the first method that demonstrated the
capability of DInSAR to achieve mm/yr deformation measurements. It carries out
an analysis of the data at full resolution (i.e. without any spatial multi-looking) and
makes use of a model on complex data to determine (by exploiting the multi-view
nature of available stacks) the residual topography, which is necessary to accurately
localize the scatterer centre, as well as its temporal evolution (by exploiting the
multi-temporal characteristic of available stacks).

The phase model exploited in PSI is essentially the same as CSI, that is, the
one in (8.25). However, all the measured interferograms are generated with respect
to the same reference (master) image, thus leading the matrix B in (8.27) to
degenerate in the identity matrix. Differently from CSI, interferograms are not
spatially averaged and baselines are not limited: both choices are due to the fact
that, being PSs usually associated with strong scatterers (man-made targets such as
buildings, masts, etc., as well as natural targets as exposed rocks), typically they are
not significantly affected by decorrelation.

Data are considered at the full resolution: coherence cannot be hence esti-
mated via spatial averaging and therefore a proxy for the selection of the grid
of PS, which must be used for the PhU and for the estimation of the atmos-
pheric component, is necessary. In the PS approach, the so-called PS Candidates
(PSCs) are selected by analysing the amplitude stability. It can be shown
[16,17] that, for a scatterer whose amplitude pdf follows a Rice distribution, the
standard deviation of the phase is approximately equal to the ratio (referred to
as dispersion index, DA) between the standard deviation and the mean of the
amplitude values observed at the different antennas. The dispersion index is
therefore evaluated on the stack of amplitude images after the registration step.
Pixels with DA below a fixed threshold (typically set to 0.25) are identified
as candidate PS and used to define the sparse grid of pixel where the PhU is
carried out.

The unwrapped interferograms j, modelled as in (8.25), are first calibrated
with respect to the estimated and interpolated atmosphere contribution ĵa. Subse-
quently, the full-resolution calibrated phase jc ¼ j� ĵa is modelled as

jc ¼ �
4p
l

b?
r

sþ 4p
l
ðvtþ dNLÞ þ jn (8.33)

where s is the residual (w.r.t. the external DEM) elevation of the scatterer and the
displacement vector d ¼ vtþ dNL has been decomposed into the linear part,
described by the slope v of the time series w.r.t. the epoch t, and the (los) non-linear
deformation components.

PSI techniques assumes kdNLk � l= 2
ffiffiffiffi
N
p� �

and estimates, pixel by pixel on
complex data at full resolution, s and v by analysing the following normalized,
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i.e. in the (0,1) interval, index measuring the un-modelled residues [16,17]:

Cðs; vÞ ¼ 1
N

XN

n¼1

exp jjcn þ j
4p
l

b?n

r
s� tnv

� 
 ������
����� (8.34)

jcn being the nth element of the calibrated (wrapped) phase vector jc.
This quantity is a measure of temporal coherence, i.e. persistency property of

the scatterer: the elevation s (residual with respect to the external DEM) and the
velocity v of the scatterer are determined via the following maximization:

ðŝ; v̂Þ ¼ arg max
s; v

Cðs; vÞ (8.35)

which is typically carried out with an exhaustive search in a predefined interval of
elevations and velocity. Only pixels with an index Cðŝ; v̂Þ above a fixed threshold
are labelled as PSs and therefore the algorithm provides the temporal series as a
product.

It is worth noting that, to achieve high accuracy in the topography estimation
and to exploit as well as the high angular correlation properties of strong scatterers,
the PSI approach does not impose any predefined limit on the spatial baseline. It is
as well as easy to understand that all the interferometric beatings are involved to
estimate the elevation and DMV in the maximization of C2ðs; vÞ, which is
equivalent to (8.35).

The following test, measuring the fit of the model to the data in (8.34), is
specifically implemented to discriminate between the presence (hypothesisH1) and
absence (hypothesis H0) of a PS:

Cðŝ; v̂Þ >
<

H1

H0

T (8.36)

Application of PSI to several contexts has shown that Cðŝ; v̂Þ is an extremely
powerful (coherent) multi-interferogram testing statistics for the detection of PS
directly on complex data. The test in (8.36) provides, at full resolution, the detec-
tion of a much higher density of PS compared to the PSC test based only on the
amplitude described at the beginning of the section. Moreover, it allows achieving a
high accuracy in the localization of PS and in the monitoring of deformation.

PSI exploits only the phase information to estimate the target parameters;
moreover, PSI assumes the presence of only one (dominant) scatterer in each
resolution cell. These limitations lead to a loss of performances in areas where
layover is frequent (for instance urban areas): the latter can be tackled by adopting
a TomoSAR processing described starting from Section 8.4.

A final remark on the unwrapping step and atmospheric phase contribution is
now in order. The strategy of generating interferograms with respect to a single
master acquisition leads to the need to unwrap large baselines interferograms,
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which may be rather critical. A much easier processing strategy is, as with CSI, to
unwrap on the sparse grid of PSCs, a set of full-resolution interferograms where the
baselines are in any case limited. The acquisition phases (i.e. the phases that are all
referred to the same master image) should be then estimated from the unwrapped
interferometric phase evaluated on the small baseline measurements by inverting
the matrix B, which is no longer an identity matrix. An alternative approach based
on a two-step approach is discussed in the next subsection.

8.3.3 The two-step A-DInSAR approach
The two step, or two-scale, A-DInSAR approach [49,50] takes the inspiration from
the capability of CSI to perform a classical data and straightforward processing at
lower resolution of coherent interferograms and from the effectiveness of the index
C used in PSI to identify PSs at full resolution via the test in (8.36).

As already stated, the most critical step in A-DInSAR processing is represented
by the PhU. In the PS method, the absence of multi-look and the use of large
baselines, together with the fact that PSC as well as PS is generally localized on
buildings and ground elements where the topography shows significant variations,
are elements that complicate the PhU step necessary to compensate the atmospheric
pattern and the non-linear deformation components. The two-step approach allows
taking benefit of the advantages of CSI and PSI.

The strategy of the two-step approach is the use of the low-resolution product
to calibrate the complex full-resolution data. Since low- and full-resolution quan-
tities are both involved in such approach, in the following, when necessary, we
differentiate the low resolution from the residual full-resolution version of the same
variable by exploiting the subscripts L and F, respectively.

Letting j be the phase vector generated at full resolution and letting d̂L and ĵa

be the deformation time series and the APD estimated at low resolution on multi-
look data via the CSI. The full-resolution phase vector can be thus calibrated with
respect to the low resolution time series and APD:

jc ¼ j� 4p
l

d̂L � ĵa ¼ �
4p
l

b?
r

sþ 4p
l

dF þ jn

¼ 4p
l

b?
r

sþ 4p
l
ðvF tþ dF;NLÞ þ jn (8.37)

where dF, vF and dF;NL are the full-resolution residual (w.r.t. the low resolution) los
deformation vector, DMV (scalar) and non-linear los deformation vector, respec-
tively. Notice that the subtraction of d̂L allows implementing a sort of steering to
zero of the temporal baselines (temporal ZBS) with reference to the low resolution
(small scale) result. The full-resolution (large scale) analysis is therefore carried
out only on the residual phase signals, thus limiting residual non-linear component
only to possible local non-linear displacements with respect to the nearby pixels.
The temporal coherence indicator in (8.34) and (8.35) is then used by considering
the elements of jc in (8.37) to identify the elevation and full-resolution DMV
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of PS. By doing so, it has exploited the capability of CSI to achieve estimation and
compensation of the atmosphere over wide areas and, at the same time, the
powerfulness of PSI full-resolution analysis to detect and measure deformations
and residual topography of PS on complex data. As for PS, the latter can be sub-
stituted by the TomoSAR method to improve detection and parameter estimation of
PS as well as to distinguish multiple scatterers interfering in the same pixel [51] as
described in the next section.

8.4 SAR tomography

Similarly to the interferometric description, we start from the 3D case and then
extend the analysis to the time (4D) case. The multi-acquisition SAR geometry
involved in TomoSAR is depicted in Figure 8.6 in the slant range r – slant height
(elevation) s plane. Assuming parallel antennas tracks (typically obtained by
multiple passes with current satellite and airborne technologies), as for the inter-
ferometric case, b?n in Figure 8.6 (n ¼ 1; . . . ;N ) is the orthogonal component of
the baseline connecting the nth antenna to the master one.

In the case of non-simultaneous acquisitions, we assume that an interfero-
metric processing at low resolution has been carried out and that the data have been
calibrated by compensating non-linear deformations and atmospheric phase delay
as described in Section 8.3.3. Accordingly, supposing for now the absence of
residual displacements, the complex return at the nth antenna associated with the
response of a point-like scatterer at elevation s (elementary scattering contribution
along the elevation) is obtained by exploiting the calibrated phase expression in

nth Antenna

Master antenna

s

r

Orbit

r–

b n 

Figure 8.6 Tomographic SAR and reference geometry. The image schematically
shows the occurrence of layover with the interference of scatterers, at
the same range �r, coming from facades and roofs
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(8.37) specialized for dF ¼ 0: gðsÞexp �j 4p
l

b?n
r s

� �
. Notice that the backscattering

coefficient gðsÞis supposed to be temporally invariant.
We assume linearity (Born approximation) [52] and therefore, in the presence

of a distribution of scatterers along the elevation, the complex data, say gn, can be
expressed as the superposition of multiple elementary scattering contributions
along s, see Figure 8.6:

gn ¼
ð

IS

gðsÞe�j2p2b?n
lr sdsþ wn (8.38)

where IS is the scene extension in the slant height direction, l the radar wavelength
and wn the noise term in the focused pixel accounting for thermal noise, which have
a strong impact in low backscatter areas.

The use in (8.38) of a symbol for the data different from (8.3) and (8.4), i.e. gn

instead of yn, is associated with the need to highlight the process of data calibration,
i.e. the above-described compensation of the non-linear deformation and atmo-
spheric phase delay.

The 3D tomography problem consists of the estimation, in each image pixel, of
the backscattering profile gðsÞ starting from the N samples gn which are modelled
as in (8.38) [18,19,52].

Equation (8.38) shows that the data are noisy samples of the Fourier trans-
formation of the backscattering profile, usually taken on an irregular grid given by
the frequencies xsn ¼ 2b?n=ðlrÞ, where the subscript s stands for spatial frequency.
The solution of the tomography problem involves therefore a spectral analysis of
the received data at the different antennas.

It is instructive at this point to make some considerations on the limitations in
the reconstruction of the scene backscattering profile inherent to the imaging
system.

The imaging system is able to observe just a spectral window of the back-
scattering profile equal to IB ¼ max

n
xsn �min

n
xsn ¼ 2B=ðlrÞ, where B is the total

baseline span. Such a spectral window imposes the so-called Rayleigh limit on the
resolution that can be achieved on the reconstruction procedure [18,19,52,53]:

Rs ¼ 1
IB
¼ lr

2B
(8.39)

Moreover, by assuming a uniform distribution of baselines with a spacing
Db ¼ B=N , the sampling rate 2Db=ðlrÞ corresponding to the acquired spectral
samples of the backscattering profile defines the maximum unambiguous elevation
interval

IS max ¼ lr

2Db
(8.40)

This is the maximum scene extension that, according to the Nyquist criterion, can
be imaged without introducing aliasing phenomena [52].
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In the case of uniform sampling, the Rayleigh resolution in (8.39) and the
maximum unambiguous elevation interval in (8.40) are related to each other by

Rs ¼ IS max

N
(8.41)

which summarizes the limits of the information provided by the imaging system.
TomoSAR allows reconstructing unambiguously at most an extension IS max of

the scene backscattering profile with a resolution, for basic inversion algorithms,
equal to DRs. However, it is worth to note that possible a priori information
IS < IS max on the scene extension can be exploited to improve the resolution
inherently provided by the imaging system. Indeed, in this case, it is possible to
reconstruct via proper tomographic algorithms the backscattering profile with a
resolution (super-resolution) up to

Ds ¼ IS

Nu
(8.42)

where Nu � N accounts for a decrease of the subspace dimension where the signal
is ‘reliable’, i.e. above the noise contribution in (8.38), see [52] for more details.
The trade-off between the increase of a priori information (i.e. a reduction of
the support IS) and the decrease of Nu may allow achieving a degree of super-
resolution [52].

It is finally worthwhile to underline that, for an irregularly spaced baseline
distribution, the above considerations can be still applied by exploiting the average
spacing of the distribution in place of Db.

Turning back to the modelling of the acquired signals, in the more general and
frequent case of acquisitions carried out at different time tn (multiple passes sys-
tem), the data gn should take into account also the residual movement at full
resolution of the imaged scene along the los. To this aim, as for the 3D case, we
write the elementary scattering contribution along the elevation at the nth antenna
by exploiting the calibrated phase expression in (8.37) where, this time, the term dF

is no longer negligible: i.e. we consider the term gðsÞexp �j2pxnsþ j 4p
l dF tn; sð Þ� �

.
Notice that dF tn; sð Þ is the nth element of the vector dF, i.e. the residual (full
resolution) deformation at the time tn of the scatterer located at elevation s. By
carrying out, at each elevation, the Fourier expansion of the second exponential
term with respect to the time tn and by absorbing its spectrum in gðsÞ, the expres-
sion in (8.38) can be written in the more general form [21]:

gn ¼
ZZ

IS IV

gðs; vÞe�j2p 2b?n
lr s�2tn

l vð Þdsdvþ wn (8.43)

where v is the Fourier pair variable of the velocity frequencies xvn ¼ 2tn=l,
describing the velocity spectrum of the deformation at full resolution, which we
assume to belong to the interval IV. The function gðs; vÞ, given by the product of
gðsÞ and the spectrum of the exponential term associated with dF, describes the
backscattering distribution in the ðs; vÞ plane, i.e. along the elevation ðsÞ and along
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the frequency of the harmonic corresponding to the motion ðvÞ. Of course, (8.43)
reduces to (8.38) not only when a single pass system is exploited, but also in the
absence of any deformation during the observation time interval.

It is worth noting that the variable v in (8.43) is the frequency of the harmonic
describing the possible motion and hence it is different from the slope vF associated
with the linear part of the deformation term in (8.37), usually referred to as DMV.
However, the two quantities result to be the same in the presence of a pure linear
motion with slope (mean velocity) �v, which leads to a spectrum of the deformation
term impulsive in �v.

Equation (8.43) represents the 4D (differential) tomography model [21]
introduced for the first time in [20], whose inversion with respect to the back-
scattering distribution provides the solution of the corresponding tomography
problem.

The data in (8.43) are samples of the FT of the backscattering distribution,
taken on an irregular grid over both the baseline and temporal domain. Accord-
ingly, considerations similar to those carried out in the 3D case lead to define the
Rayleigh limit for the velocity resolution:

Rv ¼ l
2T

(8.44)

and the maximum unambiguous velocity interval:

IV max ¼ l
2Dt

(8.45)

where T in (8.44) and Dt in (8.45) are the temporal span and the average temporal
separation of the acquisitions, respectively.

A discretization of the continuous operators (8.38) and (8.43) is now in order.
With reference to the more general model in (8.43), let us consider a 2D grid of
L ¼ Ls 
 Lv discrete points ðsl; vlÞ, hereafter called bins, over the elevation/velocity
domain Is 
 Iv. Moreover, let us define the vector g ¼ g1; . . .; gL½ �T collecting, for
each pixel, the samples gl ¼ gðsl; vlÞ of the backscattering distribution picked up on
the considered grid. Finally, for each bin on the elevation/velocity grid, let us
define the steering vector al ¼ al;1; :::; al;N

� 	T
, whose elements are defined as

al;n ¼ 1ffiffiffiffi
N
p exp �j2p

2b?n

lr
sl � 2tn

l
vl

� 
 �
¼ 1ffiffiffiffi

N
p exp �j2pxT

n pl

� �
(8.46)

where xn ¼ xsn;�xvn½ �T collects the spatial and velocity frequencies corresponding
to the nth acquisition and pl ¼ sl; vl½ �T is the lth bin on the elevation/velocity
domain.

Accordingly, the FT operator in (8.43) can be rewritten in the discrete case as

g ¼ Ag þ w (8.47)

where g ¼ g1; . . .; gN½ �Tand w ¼ w1; . . .;wN½ �T are the vectors collecting, for each
pixel, the measured complex data and the noise contribution, respectively, and
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A ¼ a1; . . .; aL½ �T is the N 
 L system matrix collecting the steering vectors asso-
ciated with each bin on the elevation/velocity grid. The elevation/velocity grid will
be referred to as tomographic domain. In general, L is chosen at least equal to
(typically larger than) N to preserve the details of the reconstructed backscattering
function contained in the measurements.

The tomographic model in (8.47) can be linked to the classical PS framework
by assuming the backscattering to be concentrated in bins of the tomographic
domain. With reference to the application to urban areas, and particularly with
high-frequency systems (for instance C-band and X-band sensors), due to frequent
occurrence of the layover, the backscattering profile g in (8.47) can be in fact
assumed to be a sparse vector composed by a number K � L of non-zero elements,
each of them representing a PS with a complex amplitude gk and located at the
elevation/velocity bin ðsk ; vkÞ. The effect of layover is schematically depicted in
Figure 8.6. Under this assumption, by indexing from 1 to K the non-zero elements
of the vector g and the corresponding steering vectors in the matrix A, the model in
(8.47) reduces to

g ¼
XK

k¼1

gkak þ w (8.48)

which is referred to as fully coherent (concentrated, i.e. point-like and time invar-
iant) scattering model.

It is worth noting that the model in (8.47) represents also the discrete version of
the 3D model in (8.38). The difference is just on the underlying discretization
domain, which is, for the 3D model, a 1D grid on the elevation interval IS.
Accordingly, in this case, it results L¼ LS and vl¼ 0 in the expression (8.46) of the
steering vectors or, in other words, just the first component of both the vectors xn

and pl have to be considered.

8.5 Multi-dimensional tomography imaging methods

TomoSAR imaging consists of the estimation of the backscattering vector g starting
from the available data g, which are related each other through the linear model in
(8.47). Therefore, an inversion of the operator A in the system in (8.47) is required.

In the following, some of the most common exploited inversion techniques
[53,54] are summarized. Each of them is characterized by a different trade-off
between simplicity, computational efficiency, side-lobes reductions and super-
resolution capability, and may be well suited for specific applications.

8.5.1 Beamforming
A very simple and robust inversion of (8.47) can be carried by using the conjugate
operator associated with the system matrix A:

ĝ ¼ AHg (8.49)
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ð�ÞH being the Hermitian (conjugate and transpose) operator. The reconstruction
algorithm is referred to as beamforming (BF) [52,55,56] and has an equivalent
interpretation in the framework of matched filtering.

To understand the rationale of the above method of inversion, it is useful to let
L¼N and assuming a uniform spectral sampling according to the Nyquist criterion.
In this case, indeed, the system matrix A becomes the unitary (AH ¼ A�1) DFT
matrix and, thus, the BF algorithm in (8.49) provides (but for the noise contribu-
tion) the correct reconstruction of g [52].

According to (8.49), BF corresponds to a ‘re-phase-and-sum’ array processing
that forms a ‘beam’ in the elevation/velocity directions.

In Figure 8.7, it is shown an example of tomographic reconstruction achieved
via the BF. The data set is composed by HR spotlight mode (1 m spatial resolution)
images of the TerraSAR-X sensor over an area in Las Vegas: more details on the
data set can be found in [55]. The greyscale image in the top of the Figure 8.7
shows an amplitude reconstruction of the backscattering achieved via the classical
SAR focusing: azimuth is horizontal, range is vertical. The image in the bottom
shows the reconstruction in the azimuth-elevation domain achieved by a 3D
focusing with the BF: a scaling of each vertical line to the mean value has been
applied to improve the visualization. In Figure 8.8, it is shown an example of
reconstruction of the backscattering in the elevation/velocity plane achieved by a
4D BF. The greyscale image represents a zoom of the image in Figure 8.7 on the
Hotel Mirage: the axes have been rotated to fit approximately a North–West geo-
metry, the azimuth is vertical and the range is horizontal increasing from left to

Figure 8.7 Classical azimuth-range focused representation by averaging all the
images of a stack of data acquired in the high-resolution spotlight
mode (1 m spatial resolution) of the TerraSAR-X sensor over an area
in Las Vegas. Image on the top: classical greyscale figure in azimuth
(horizontal) and range (vertical). Image on the bottom: azimuth-
elevation profile achieved with the tomographic processing with a
beamforming approach at the range defined by the horizontal line
depicted in the upper image on a vertical excursion of about 150 m.
Courtesy of DLR on SLC data
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right. In this image, the effect of layover is clearly shown which causes a folding of
the façade and roof towards the near range (left). The application of the BF pro-
vides the possibility to focus the backscattering in the elevation velocity plane: The
image in the bottom shows an example of reconstruction in the area of the façade of
the hotel with the presence of two scatterers, located at approximately 60 m dis-
tance in the height.

In practical applications, as baselines are far from being uniformly distributed,
BF may give poor reconstruction performances in terms of sidelobes and leakage of
the PSF. Strategies alternative to plain BF have been adopted to improve the
resolution below the inherent Rayleigh limit (super-resolution) and the side-lobes
suppression. However, as shown in Section 8.5.5, although simple, BF is a fast,
robust and effective inversion scheme for the detection of PSs.

8.5.2 Singular value decomposition
SVD allows one to analyse the properties of a discrete and linear transformation
represented by a matrix, implementing an effective regularized and ‘controlled’
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Figure 8.8 Example of elevation velocity focusing for the Las Vegas TerraSAR-X
data set of Figure 8.7 over the Mirage Hotel in Las Vegas. Top image:
azimuth-range greyscale image. Lower image: distribution of the
backscattering in the elevation velocity plane showing the presence of
two scatterers. Courtesy of DLR on SLC data
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inversion [43]. Accordingly, the N
 L system matrix A in (8.47) can be decom-
posed as

A ¼
XN

n¼1

snunvH
n (8.50)

where the N-length vectors un and the L-length vectors vn are orthonormal basis for
the N-dimensional column subspace (i.e. the data space) and the L-dimensional row
subspaces (i.e. the object or unknown space), respectively, of A, whereas sn are the
corresponding singular values.

The decomposition in (8.50) allows writing the following two fundamental
relationships that connect the data space and the object space [43]:

g ¼
XN

n¼1

snunvH
n g (8.51)

g ¼
XN

n¼1

1
sn

vnuH
n g (8.52)

Equations (8.51) and (8.52) represent the fundamental result of the SVD analysis: the
first equation describes how the data g is composed starting from the unknown g.
It states that all the vectors un concur to the composition of the data, although each
contribution is weighted by the associated singular value sn, thus leading to a
weakening of the mapping depending on the magnitude of the singular value.

Singular values are inverted in the inversion formula (8.52). In a real case
where data are corrupted by the noise, the presence of low singular values high-
lights the involvement of critical (weak) directions where the signal could be even
overwhelmed by the noise. Accordingly, those directions have to be identified and
properly handled with during the inversion process, to avoid high instabilities in the
output reconstruction as a resulting from possible noise amplification.

With reference to the 3D case, low singular values are generally observed in
the presence of a non-uniform baseline distribution, which causes an uneven dis-
tribution of the spectral samples. For a uniform baseline distribution, the behaviour
of the singular values of the system matrix results to be dependent on the relation
between the maximum unambiguous scene extension ISmax defined in (8.40) and
the scene extension IS . The condition IS > ISmax produces a spatial aliasing of the
reconstruction along the elevation. The spectrum is said to be under-sampled and
the singular values (generally ordered according to the magnitude) do not show a
clear decay, thus translating the peculiarity of the acquisition system to induce a
loss of information. The condition IS¼ ISmax corresponds to a sampling at the
Nyquist limit: in this case, the singular values are all constant in such a way to
provide, accordingly to (8.51) and (8.52), the equivalence AH ¼ A�1.

In the presence of a large dynamic range of the singular values, the ratio between
the maximum and minimum singular values (conditioning number) can increase
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considerably thus translating the presence of an ill-conditioning of the matrix A that
must be accounted for at the inversion stage to avoid noise amplification [43].

Based on the above considerations, the solution space can be restricted by
considering only Nt < N singular vectors corresponding to high singular values: in
this way, only sufficiently strong directions of the decomposition are kept at the
inversion stage. This procedure is usually referred to as Truncated SVD (TSVD)
[52,56] and provides the solution

ĝ ¼
XN

n¼1

mnvnuH
n g (8.53)

where

mn ¼
1=sn n ¼ 1; . . .;Nt

0 elsewhere

(
(8.54)

When IS < ISmax, that is when the spectrum of the scene is oversampled (data
redundancy), the TSVD in (8.53) and (8.54) can take benefit of the available
a priori information about the unknown support of the scene, allowing also a slight
super-resolution imaging. A more exhaustive discussion about this topic can be
found in [52].

In the 4D case, due to the fact that only a single baseline is available at each
acquisition, the operator in (8.50) is typically characterized by the absence of low
singular values: this translates the fact that such a single antenna repeat pass system
typically does not bring significant redundancy in the measurements for the esti-
mation of the distribution of the backscattering in the tomographic domain. In these
cases, SVD does not allow improving significantly the BF reconstruction.

8.5.3 Capon filter
An approach that allows significantly improving the BF results by counteracting
sidelobe increase and leakage at the expense of a loss of spatial resolution is
framed in the context of the adaptive spectral estimation, in particular employing
the Capon method [57,58]. The (elevation) spatial leakage associated with the
irregular baselines is significantly reduced through the adaptive nulling, which
interestingly results, jointly with a sensible reduction of the anomalous sidelobes,
in some elevation super-resolution capabilities w.r.t. the Rayleigh limit.

The Capon method provides an estimate of each component gl of the back-
scattering vector g through a minimum output power filter f l, which is a solution of
the following constrained minimization problem

f l ¼ arg min
f

E fHg
�� ��2� �

subject to fHal ¼ 1
(8.55)

where Eð�Þ is again the statistical expectation operator.
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It can be shown that the solution of the problem in (8.55) is [57]

f l ¼
C�1

g al

aH
l C�1

g al
(8.56)

where Cg ¼ EðggHÞ is the covariance matrix of the data. The backscattering esti-
mation is thus given by

ĝl ¼ fH
l g (8.57)

where f l is the Capon filter in (8.56).
It is interesting to note that for uncorrelated data, i.e. Cg ¼ I (flat data spectral

power), the Capon filtering leads to f l ¼ al, i.e. to the classical BF (matched filter).
The advantage of the Capon filter is the achievement of high super-resolution

for line spectra (i.e. concentrated scatterers along s) [57,58]. However, a dis-
advantage of this filter is related to the need to estimate the data covariance matrix.
This estimation is carried out via spatial averaging (i.e. multi-look), thus leading to
a loss of spatial resolution. Another drawback of Capon is that the square norm of fl

is not unitary as for the beamforming: this may lead to large gains and distortion,
that may impair further processing such as, for instance, the subsequent detection
stage described in Section 8.5.5 as well as to self-cancellation in the presence of
mis-calibrations [57–59].

8.5.4 Compressed sensing
Compressed sensing (CS) is a technique recently introduced also in the SAR con-
text, used in linear inversion problems for signal recovery: It takes benefit of the
hypothesis according to which the signal to be reconstructed have (in some basis) a
sparse representation, i.e. a small number of non-zero entries. Under certain
assumptions on the system matrix, the signal can be reconstructed from a small
number of measurements [60,61].

TomoSAR in urban areas is a favourable application scenario for CS due to the
fact that, for typical operating frequencies, the scattering occurs only on some
scattering centres associated with ground, façades and roofs of ground structures.
From a mathematical point of view, CS looks for the best (in the square norm
sense) solution of

g ¼ Ag (8.58)

under the hypothesis that of g has only K � L non-zero elements (K ¼ jjgjj0,
where jj � jj0 is the L0 norm), starting from a number N of measurements which
generally is much lower than L. This latter condition is due to the fact that a fine
sampling of the output is required to correctly achieve super-resolution recon-
structions. In other words, CS looks for the solution of the following problem

ĝ ¼ arg min
g
jjgjj0

subject to jjg� Agjj2 < e
(8.59)

where jj � jj2 is the Euclidean (L2) norm.
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It can be shown that, under certain conditions relating N, K and L, the so-called
basis pursuit de-noising (BPDN) problem [60,61], which can be formulated as

ĝ ¼ arg min
g
jjgjj1

subject to jjg� Agjj2 < e
(8.60)

jj � jj1being the L1 norm, admits the same solution of (8.59). The advantage is that,
from a numerical point of view, the BPDN problem in (8.60) is more tractable than
the one in (8.59). As matter of fact, BPDN frames in the context of linear pro-
gramming, where efficient solvers can be found.

CS has been successfully applied in the context of TomoSAR showing the
capability to outperform classical BF in the super-resolution of scatterers in 3D and
4D SAR processing [62,63].

8.5.5 Detection of concentrated scatterers
TomoSAR can be exploited to analyse the vertical structure of the scattering in
cases where the radiation penetrates the surface, such as for instance forest and ice
frequently in conjunction with polarimetry [64,65]. In such cases, algorithms
based on SVD and Capon, if spatial azimuth-range resolution requirements are not
stringent, may be used. Nevertheless, as already described, even in the presence of
surface scattering, scene including complex areas with vertical structures such as
urban areas may involve the presence of scattering coming from a certain number
of ground points interfering in the same pixel, see Figure 8.6. In this case,
TomoSAR allows solving the interference but a further step of processing is
required after whatever previously described inversion algorithm, in order to
detect and, hence, locate and monitor single PS and multiple (interfering) PS.
In addition, it is also necessary to keep as low as possible the occurrence of signal
misinterpretation, i.e. false detection of PS, even in relatively low signal-to-noise
ratio conditions.

To this aim, an assumption on the target properties is first of all required. In the
following, we assume temporal invariant and concentrated (point-like) elevation
scattering centres, thus matching the fully coherent model in (8.48). It is worth to
underline that such an assumption is quite realistic with reference to the application
to urban areas, and particularly with high frequency systems (for instance C-band
and X-band sensors).

Standard PSI techniques carry out the identification of single targets via a
threshold comparison of a decision variable, obtained by matching the observed
phase values to a multi-baseline/multi-temporal linear model, see (8.34) and (8.35).
TomoSAR provides a framework to improve the detection of scatterers showing a
sufficient temporal coherency of the response, i.e. a persistency of the scattering, in
the context of the detection theory [66,67]. In this way, the degree of mis-
interpretation is represented by the false-alarm probability, which is controlled at
design stage of the detector.

In particular, with reference to the signal model in (8.48), the detection pro-
blem for single targets can be formulated in terms of the following binary
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hypothesis test

H0 : g ¼ w
H1 : g ¼ g aðpÞ þ w

(8.61)

where g is the target backscattering coefficient and a is the steering vector corre-
sponding to the unknown position p of the target over the tomographic domain.

Under the typical Gaussian statistical modelling, the Generalized Likelihood
Ratio Test (GLRT) for the problem in (8.61) is [66]

max
p

gHaðpÞj j
jjgjjjjaðpÞjj

>
<

H1

H0

T (8.62)

where T is the detection threshold, belonging to the 0; 1½ � interval and sets
according to the desired level of false alarm. Interestingly, as far as single targets
are concerned, the test statistic in the left-hand side (LHS) of (8.62) picks the
highest peak of the normalized BF reconstruction and the argument of the max-
imization in (8.62) is the maximum likelihood estimation (MLE) of the position
p ¼ s; v½ �T [66]. Moreover, the detector in (8.62) results to ensure the constant
false-alarm rate property with respect to the noise power level.

The detection strategy exploited by the standard PSI technique in (8.36) can be
recast in a form similar to that in (8.62):

max
p

gH
jaðpÞ

��� ���
jjgjjjjjaðpÞjj

>
<

H1

H0

T (8.63)

where gj is obtained from g by dropping the amplitude information from each
element. Comparison of the probability of detection provided by (8.62) and (8.63)
for the same fixed level of false alarm leads to the conclusion that the tomographic
approach allows achieving an increase of the number of detected single targets, as
well as to a better estimation of the PS parameters, i.e. p [64].

An extension to the case of double scatterers, based on the sequential use of the
detection scheme in (8.62), has been proposed in [67]. In this case, one of the
following three hypotheses

H0 : g ¼ w
H1 : g ¼ g1aðp1Þ þ w
H2 : g ¼ g1aðp1Þ þ g2aðp2Þ þ w

(8.64)

has to be selected ensuring a given level of false alarm, which is properly defined to
accommodate the presence of multiple hypotheses. In (8.64), g1 and g2 are the
backscattering coefficients of the two targets, whereas p1 and p2 are their positions
on the tomographic domain. By assuming without loss of generality jg1j > jg2j,
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a sequential procedure [67] can be considered. First, an estimate of the position p1,
thus of the steering aðp1Þ, of the most powerful (first) scatterers according with the
maximization on the LHS of (8.62) can be achieved. Subsequently, the first scat-
tering contribution is cancelled by projecting the signal g onto the orthogonal
complement of aðp1Þ [67]. The new data are then tested with the GLRT rule
in (8.62), allowing to decide for the presence of the second scatterer. Indeed, in
presence of both scatterers, being the position p1 correctly estimated and the
steering of the second target exactly orthogonal to the one of the first targets, the
new (projected) data are perfectly purged from the contribution g1 and, thus,
the problem of detecting the presence of g2 can still be reformulated in terms of a
binary test like that in (8.62). Accordingly, the detector can either declare the
presence of two targets or continue by exploiting again the GLRT rule in (8.62),
this time applied to g. In this latter case, the hypotheses H0 and H1 are tested and
the procedure ends by declaring the presence of one or zero scatterers.

The scheme in [67] is able to detect targets whose separation in the tomo-
graphic domain is above the Rayleigh resolution but does not provide super-
resolution (below Rayleigh) capability, due to the projection of the data in the
subspace orthogonal to the first target direction. In [68], a more effective sequential
exploitation of the GLRT rules has been implemented, which avoids any orthogonal
projection and, thus, allows one to reach also some degree of super-resolution.
However, when the scatterers separation is above the Rayleigh resolution, the two
approaches in [67,68] provide the same performances.

The above detection scheme allows the identification of a cloud of scatterers.
Each of them is characterized by two coordinates which provides an estimate of the
elevation, which allows the possibility of accurately geolocating the target on the
ground and of DMV. A proper filtering of the data in the elevation velocity domain,
based on the Fourier representation in (8.43) can also allow the separation of the
different time series. Such a topic is, however, out of the scope of this chapter:
additional details can be found in [21].

In Figure 8.9 is shown an example of reconstruction of the 3D cloud points
of the Mirage Hotel achieved by exploiting the scheme in [67] to process the data
set cited also for the real data results discussed in the previous sections. A HR
(synthetic aperture) radar scanner from the space is therefore implemented to
accurately reconstruct scatterers on the ground: with the expected future increase
of the azimuth and range spatial resolution, the TomoSAR approach could pro-
vide a cost-effective alternative to classical laser scanning for imaging ground
structures. The advantages of spaceborne TomoSAR rely in the possibility to
provide 3D maps of whole cities as well as the capability to monitor long-term
deformations. An example of monitoring of deformation is shown in Figure 8.10
for the COSMO-SkyMed constellation that was able after the Earthquake in
l’Aquila in 2009 to acquire a stack of 33 images in only 6 months [69]. Appli-
cation of PS and TomoSAR to specific structures like bridges has clearly shown
the possibility to monitor even subtle thermal dilations up to an accuracy of
1 mm [70,71].
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8.5.6 Further aspects on multi-look processing
of interferometric SAR data

The main features of TomoSAR imaging are full-resolution processing and
exploitation of a model that requires a preliminary processing step, namely data
calibration. On one hand, the Capon filter, as well as others algorithms not
addressed in this chapter [57,58], requires the estimation of the data covariance
matrix and, thus, the implementation of a multi-look; in any case, data are
assumed to fit a model defined by the steering vectors thanks to the imple-
mentation of the calibration stage at the data pre-processing stage. On the other
hand, PSI works at full resolution but may be implemented at the stage of data
calibration. In any case, a final fit (only based on the phase information) of the
signal to the steering vector is carried out.

TomoSAR and PSI coherent detection are tailored to fully coherent (persis-
tent) scatterers, i.e. concentrated (point like) and stable (in the electromagnetic
sense) scattering mechanisms characterized by a high angular and temporal cor-
relation degree. PSI can be extended to implement multi-looking so to better
handle partially coherent target; TomoSAR ability to separate targets in layover
can be as well as extended to uncompensated data, i.e. prior to the data calibra-
tion. We start by referring to the case of a single target and assume that the data
have not been calibrated but for the implementation of the ZBS with respect to the
available DEM. Moreover, we refer to the expression of the data in (8.3) and (8.4)
in a fixed-range coordinate, extended to the case of multiple (i.e. N > 2) acquisi-
tions, to express the signals at the different antennas. All the acquired data can be

650.0   (m)   740.0

Figure 8.9 Example of localization of detected scatterers with the tomographic
processing of for the Mirage Hotel in Las Vegas. Courtesy of DLR on
the TerraSAR-X data set
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collected in vector y that can be modelled (for the time being in the absence of
noise) as

y ¼ aðjÞ � g (8.65)

where � denotes the Hadamard (element-wise) product, aðjÞf gk ¼ expð jjkÞ is the
kth element of the complex vector aðjÞ accounting for the phases j ¼ ½j1; . . .;jN �T
at the different antennas and g ¼ g1; . . .; gN½ �T collects the different values of the
target backscattering coefficients in (8.3) and (8.4), which can show variation (due
to the decorrelation phenomena) at the different antennas. Note that no specific
structure of j has been assumed.

The covariance matrix of the data in (8.65) is

CðjÞ ¼ aðjÞaHðjÞ � Cg (8.66)

–4.0 (cm/y)   4.0

Figure 8.10 Example of monitoring deformation with the 4D (space time)
technique. The lower image shows the post-seismic mean
deformation velocity achieved with differential SAR tomography
technique in the area of Paganica. Deformations have been referred
to a reference point coincident with the reference point of a levelling
network. The plot in the top image shows the time series extracted for
a relevant point: The co-seismic jump is clearly visible as well as the
typical exponential decay of post-seismic deformations. The stack of
33 images has been acquired by the COMSO-SKYMED constellation
in just 6 months. Courtesy of ASI on raw data
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where Cg ¼ EðggHÞ is the covariance matrix of the target backscattering coeffi-
cients. It can be written as

Cg ¼ s2M (8.67)

where s2 is the (arithmetic) average value of the target radar cross sections
s2

n ¼ Eðjgnj2Þ observed at the different antennas and M is the so-called structure
matrix, which accounts for the (normalized) decorrelation effects experienced by
the target at the different antennas.

In the case of fully coherent targets, we have Cg
� �

n;m
¼ s2 8n;m and, hence,

the covariance matrix (8.66) can be written as

CðjÞ ¼ s2aðjÞaHðjÞ (8.68)

where s2 is the constant value of the target radar cross section : It is worth to note
again that the elements of j are now not supposed to be structured according to the
elevation and DMV model in (8.33). This is to emphasize the fact that calibration
of the data is not assumed to be implemented at this stage of the processing: The
off-diagonal elements of C represent in practice the interferograms between pairs
of images.

The model in (8.68) is suitable for most man-made targets widely present in
urban areas, whereas it is less satisfactory for natural targets, characterized by
distributed scattering (hence affected by angular decorrelation). In this case, the
most general expression in (8.66) and (8.67) should be considered.

When the vector g in (8.65) accounts, as usually happens, for the speckle over
the different acquisitions, it can be demonstrated [6] that the structure matrix M is
real with all the elements along the main diagonal equal to 1: more specifically, M
becomes coincident with the coherence matrix (i.e. the matrix made by elements
representing the coherence between the different acquisitions). Mathematically,
Mf gn;m ¼ rn;m, where rn;m is the coherence between the acquisitions n and m, and
s2

n ¼ s2 8n. In this case, the structure matrix M can be obtained from the covar-
iance matrix C in (8.66) by normalizing the modulus of each element to the average
target radar cross section s2.

Finally, to account for the presence of additive white noise with variance s2
w,

the following substitutions should be carried out in (8.66): s2  s2 þ s2
w and

M ðMSNR þ IÞ=ðSNR þ 1Þ, where SNR ¼ s2=s2
w.

For reduced resolution analysis, an extension of PSI techniques named
SqueeSAR [36] has been recently developed to be able to handle also decorr-
elating targets. Starting from a number of say P of statistically homogenous
pixels, the corresponding data vectors, say y1; . . .; yP, are modelled as uncorre-
lated complex zero-mean Gaussian random vectors with covariance matrix
given by (8.66) and (8.67). The SqueeSAR algorithm performs the MLE ĵ of
the vector j as [36]:

ĵ ¼ arg min
h

tr C�1ðhÞĈ� 	 ¼ arg min
h

tr ðaðhÞaHðhÞ �M�1ÞĈ� 	
(8.69)
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where

Ĉ ¼ 1
P

XP

k¼1

ykyH
k (8.70)

is the multi-look covariance matrix estimated from the InSAR data and the operator
tr �½ � extracts the trace of a matrix. Interesting it is to note that tr AHB

� 	
can be

interpreted as scalar product, precisely the Frobenius inner product, between the
matrices A and B.

The MLE in (8.69) is performed at data calibration stage and, therefore, does
not require the fit of the data to a specific model. It provides the filtered phase data
stack aðĵÞ, where a is defined as in (8.66), which can be interpreted as an
‘equivalent’ PS corresponding to the decorrelating scatterer mechanism in the
selected data, thus allowing to extend the PSI analysis to the case of a decorrelated
target.

In contrast to other low-resolution interferometric techniques, like SBAS,
SqueeSAR is able to match adaptively the data. Accordingly, it does not require
any a priori hard limitation of the baselines to counteract decorrelation, since the
interferometric information is extracted by properly weighting all the available
interferograms.

However SqueeSAR, although providing an extension of the PSI to the case of
decorrelated targets, is an interferometric technique: It selects only one scattering
mechanism associated with distributed targets.

Starting from TomoSAR processing, a technique alternative to SqueeSAR has
been proposed with the name of Component extrAction and sElection SAR
(CAESAR) [72,73].

Differently from SqueeSAR, it allows the extraction and selection of multiple
scattering mechanisms on multi-look InSAR data at level of interferogram gen-
eration, i.e. as SqueeSAR, prior to the data calibration. CAESAR is based on the
application of the principal component analysis [73] to identify the principal
components of the data: mathematically, it decomposes the estimated data covar-
iance matrix in orthogonal dyads corresponding to the orthogonal scattering
mechanism:

Ĉ ¼
XN

k¼1

lkukuH
k (8.71)

where uk and lk are the kth eigenvector and the corresponding eigenvalue.
The eigenvectors of such a decomposition represent a filtered version of the

interferograms where different scattering mechanisms are separated. As Squee-
SAR, CAESAR does not assume any structure for the scattering as in Tomography
and as in the PS detector in (8.63), thus having capability to process also not
calibrated data. CAESAR frames in this sense in the context of interferometry.
The first eigenvector u1 maximizes (w.r.t. the vector u) the quadratic form
uHĈu ¼ tr uuHĈ

� 	
subject to uHu ¼ 1 [53], which can be read as already
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mentioned as a scalar product. As a consequence, the covariance matrix l1u1uH
1

corresponding to the first scattering mechanism provides the maximum scalar
product with the covariance matrix Ĉ estimated from the data. The presence of
other high eigenvalues translate the presence of additional scattering mechanism
with a significant power [72,73]. Accordingly, differently from SqueeSAR,
CAESAR allows also extracting multiple components associated to eigen-
interferograms corresponding to the different scattering mechanisms prior to the
calibration of the data at the interferogram generation stage [73].
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Chapter 9

Bi- and monostatic SAR-GMTI

Ingo Walterscheid*, Diego Cristallini*
and Robert Kohlleppel*

Abstract

This chapter presents a novel simultaneous monostatic and bistatic ground moving
target indication (GMTI) mode for improved target detection and imaging cap-
ability. The mode uses an airborne multichannel radar system and a stationary
transmitter. Both systems transmit simultaneously on adjacent frequency bands,
and the airborne multichannel system receives both its monostatic echoes and the
bistatic returns. Geometrical diversity between the monostatic and the bistatic
measurements enhances moving target-detection capabilities. Moreover, for
movers detected in both datasets, an estimation of the target velocity vector (i.e.,
velocity and direction of motion) can be performed. By simply extracting a single-
channel dataset, this also allows correct focusing of moving targets both in
monostatic and in bistatic datasets, if SAR-GMTI capability is required. Conse-
quently, situational awareness over the observed area is greatly improved. The
effectiveness of the proposed technique is analyzed both from a theoretical point of
view and by means of an ad-hoc experiment conducted by the Fraunhofer Institute
for High Frequency Physics and Radar Techniques (FHR) in fall 2013.

9.1 Introduction

Requirements of current radar systems are becoming ever more demanding. For
example, in the context of multichannel ground moving target indication (GMTI),
the radar should not simply declare the presence of a target, but also accurately
estimate its position on the ground, its direction of motion and possibly it should
also provide an image of the target so that it can be recognized and classified.
All these capabilities have to be available while keeping the radar invulnerable to
jamming, and, ideally, at low-cost. To fulfil all these requirements, we consider
not only monostatic radars, but also bistatic and multistatic systems where several
radars cooperate to increase the overall situational awareness of a given area.

*Fraunhofer FHR, Germany



In fact, by jointly exploiting two or more systems, the overall information that can
be extracted is greater than the net sum of the information provided by each system
alone. For the end-user, this means more detected movers in the surveyed area, and
more information on the movers (where they are, where they are going). Such
improved information might open new possibilities toward target classification and
identification.

Interest in bistatic radar systems has grown considerably in the last few dec-
ades. In particular, the peculiarities of a bistatic configuration for multichannel
GMTI have drawn the attention of the space time adaptive processing (STAP)
community, thus producing a wide and comprehensive literature on bistatic STAP,
see [1�4] as overall references on STAP in general and [5�9] for more detailed
analysis in the bistatic case. It is clear that a bistatic system has to face drawbacks
not present in its monostatic counterpart such as synchronization and range-
dependent clutter spread.

In this chapter, we will focus on the joint simultaneous exploitation of mono-
static and bistatic data to improve moving target detection and imaging capabilities
in synthetic aperture radar (SAR)-GMTI. We will show how this approach is able
to: (i) detect more targets in a given area, regardless of their direction of motion;
(ii) relocate them on the ground and estimate their direction of motion; (iii) provide
an inverse SAR (ISAR)-like image of the movers. In particular, capabilities (ii) and
(iii) will be guaranteed for those targets that can be detected both in the monostatic
and in the bistatic data.

It is well known that target-detection capabilities of any airborne multichannel
radar system are highly dependent, among other factors, on the target motion.
Specifically, the target (with a given radar cross section, RCS) has to move with a
minimum radial1 velocity, also referred to as minimum detectable velocity
(MDV). This means that no target detection is possible for targets moving tan-
gential to the radar platform. This is simply due to the lack of Doppler-induced
modulation in the received target echoes. It would be advantageous, from a user
point of view, to overcome this reliance on a particular direction of motion.
A single system struggles to meet this requirement, as there will always be direc-
tions of target motion blind to the radar (e.g., the directions parallel to the iso-range
lines). A potential solution is the so-called scan-MTI approach [10], where the
continuous scanning of a given area from different aspect angles during platform
motion recovers some Doppler modulation. The problem of moving targets detec-
tion perpendicular to the line of sight (LOS) is even more important in the context
of SAR-GMTI. In this case, not only the movers are not detected, but they also
appear smeared in the resulting SAR image [11]. To solve this problem, several
approaches starting from a single-channel SAR system have been proposed
[12�18]. In particular, in [15] a bank of focusing filters is developed, with each
branch matched to a different possible tangential target velocity value. The output

1Radial velocity is defined as the component of the relative motion between radar and target projected
along the line of sight between target and radar positions.
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image of a given branch will show the moving targets at the corresponding velocity
correctly focused upon a background of blurred stationary returns. Detection of
targets moving perpendicular to the LOS is then performed by simple constant false
alarm rate thresholding. It is clear that the detection capability of this approach
resides in the match-to-mismatch azimuth focusing gain, since no stationary
background cancelation is performed. Therefore, only targets with high signal-to-
clutter ratio (SCR) are expected to be reliably detected. The same approach can be
extended to the multichannel SAR case, where a preliminary clutter cancelation
step significantly improves the target-detection capabilities [19,20]. An experi-
mental application of this approach, where target imaging is jointly performed
together with multichannel clutter rejection, can be found in [21,22]. Also in this
latter case, a bank of focusing filters is foreseen to account for different possible
target along-track velocities. Also in [23,24], the problem of jointly combining
moving target detection and imaging is addressed. In particular, in [24], the target
motion parameters are estimated by means of Wigner–Ville distribution. An
application of SAR-GMTI to the bistatic case can be found in [25]. In this chapter,
we propose a different solution to detection and imaging of moving targets that is
based on a simultaneous monostatic and bistatic acquisition. In particular, by
properly defining the two geometries, targets moving perpendicular to the mono-
static target-radar LOS (indistinguishable from stationary scene) will exhibit a
Doppler modulation in the bistatic dataset different from the stationary scene thus
being easily detectable, and vice versa (see Figure 9.1).

As a consequence, targets can be detected regardless of their direction of
motion, with an evident improvement of the overall situational awareness over the
observed area. Moreover, the two target velocity components on the ground can be
estimated for those targets detected in both monostatic and bistatic datasets, which
is the key information needed for correct moving target focusing.

Monostatic
isorange

Bistatic
iso-range

VPATx

b

PA

P

Figure 9.1 Crossing of monostatic and bistatic iso-ranges. � 2015 IEEE.
After [26]
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This chapter is organized as follows: in Section 9.2, the geometry for simul-
taneous monostatic and bistatic SAR-GMTI is defined, and in Section 9.3, the
detection and localization performances of this approach are analyzed from a the-
oretical point of view. Section 9.4 is devoted to the problem of association between
the monostatic and the bistatic detections. The overall processing scheme of the
proposed technique is then described in Section 9.5. Section 9.6 presents some
experimental results both concerning the detection and the imaging, and finally in
Section 9.7, we draw our conclusions.

9.2 Geometry for joint monostatic and bistatic SAR-GMTI

The considered simultaneous monostatic and bistatic SAR-GMTI uses an active
multichannel radar mounted on a flying moving platform, and an additional sta-
tionary transmitter. The multichannel radar should be able to receive simulta-
neously both its own echoes (monostatic), plus the bistatic returns sent by the
stationary transmitter and reflected by the area under surveillance. The simplest
way to obtain simultaneous orthogonal transmissions is to multiplex them in
adjacent frequency bands. Although this solution is simple, it still requires suffi-
cient receiver bandwidth to allow room for the two signals. This configuration
allows both monostatic and bistatic multichannel GMTI by using a single active
multichannel system and an additional, stationary transmitter. In this work, we only
consider the case of a stationary transmitter. It is however evident that the same
technique can be also applied by mounting the additional transmitter onto a moving
platform. This second solution is expected to complicate the Doppler modulation of
clutter returns in the bistatic data, but it clearly offers deployment and reconfi-
guration advantages in an operational scenario.

Moreover, alternative solutions for simultaneous monostatic and bistatic
GMTI are possible by using only one transmitter and two (multichannel) receivers,
one of which works in passive-only mode. Obviously, such an alternative solution
would be absolutely equivalent in terms of geometry diversity gain, with the
advantage of requiring only one transmitted signal. The use of one system in pas-
sive-only mode would certainly be interesting for covert operation. On the other
hand, such an alternative implementation would require two multichannel recei-
vers, which might increase the overall cost. The simultaneous multichannel
monostatic and bistatic SAR-GMTI technique requires a proper definition of the
geometry. In fact, the geometry has to guarantee both proper diversity between the
monostatic and the bistatic acquisitions and LOS conditions over the area of
interest. If a ground-based stationary transmitter is used, it can be conveniently
located on top of a hill, but also solutions on a helicopter or on an airship are
possible. A sketch of the resulting bistatic geometry is depicted in east-north-up
(ENU) Cartesian coordinates in Figure 9.2. Antenna footprints on the ground for
the ground-based transmitter and for the receiver are coloured in red and light blue,
respectively. Defining the target motion on ground (i.e., ðx; yÞ plane of Figure 9.2)

as ~V P ¼ VP;x VP;y 0½ �T and knowing the target location ~P, the corresponding
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monostatic and bistatic target Doppler frequencies are given by the following
equation:

f ðmÞ
D;P ¼ 2

lm
~uy

R
~VR � ~VP

� �
f ðbÞD;P ¼ 1

lb
~uy

R
~VR � ~VP

� �� 1
lb
~uy

T
~VP

8>>><
>>>: (9.1)

where lm is the carrier wavelength for the monostatic signal, lb the bistatic one,

~uR ¼ ~P �~R
� �

=R~P!~R ¼ uR;x uR;y uR;z

� �y
is the LOS unit vector from the airborne

platform position~R to the target position~P with R~P!~R the distance from the platform

to the target position and ~uT ¼ ~P �~T
� �

=R~P!~T ¼ uT ;x uT ;y uT ;z

� �y
is the LOS unit

vector from the transmitter position ~T to the target position~P. By solving (9.1), both
target velocity components VP;x and VP;y can be estimated for those targets detected in
the two datasets. The estimated target velocity vector, other than increasing the
situational awareness of the moving targets in the scene, can be also exploited to
provide correct SAR focusing of the movers, as will be shown in the following.

9.3 Detection and localization performances

In this section, the detection performance of the proposed technique is analyzed from a
theoretical point of view. Simulations have been conducted for a geometry similar to
the one sketched in Figure 9.2, and with reference to a sample idealized scenario
similar to the one used in the real experiment described later in the paper. The
main system parameters used for simulations are listed in Table 9.1. Specifically,
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Figure 9.2 Bistatic geometry in a Cartesian coordinate system
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the theoretical detection performances are evaluated in terms of signal-to-interference-
plus-noise ratio (SINR) after STAP filtering for the monostatic and for the bistatic
cases, respectively. The signal model and derivation to obtain the SINR is here
derived for the monostatic case, while the derivation for the bistatic case is analogue
and straightforward. We assume to have a receiving multichannel system equipped
with N parallel receiving channels each one associated with an antenna sub-array,
being the sub-arrays aligned in the direction of motion of the platform and forming
a uniform linear array (ULA). The radar coherently combines the echoes from M
consecutive pulses transmitted with a pulse repetition frequency PRF ¼ 1=PRT.
The single space-time snapshot of the cell under test (CUT) where the target is
present is assumed to be in the form of a MN � 1 vector which can be written as

x ¼ aPs þ acc þ n (9.2)

where aP is the complex amplitude of the target, s is the target space-time steering
vector, ac is the complex clutter amplitude, c is the clutter space-time component
assumed Gaussian distributed with zero mean value and covariance matrix Rc and
n is the thermal noise component also assumed Gaussian distributed with zero
mean and covariance matrix Rn ¼ s2

nIMN (being s2
n the thermal noise power, which

is assumed 1 for simplicity in the following). The target space and time steering
vectors can be written as follows:

a ¼ exp �j
2p
lm

nduR

� �� 	N

n¼1

(9.3)

and

bð~VPÞ ¼ exp j2pmf ðmÞ
D;P PRT

n oh iM

m¼1
(9.4)

Table 9.1 Main system parameters

Parameter Value

Bistatic angle, b 80 deg
Flight height w.r.t. scene, HR 835 m
Transmitter height w.r.t. scene, HT 80 m
Range from ~R to ~P ðR~R!~PÞ 1,700 m
Range from ~T to ~P ðR~T!~PÞ 1,250 m
PAMIR velocity, j~V Rj 100 m/s
PAMIR antenna beamwidth (azimuth) 6 deg
Stationary antenna beamwidth (azimuth) 27 deg
Parallel receiving channels, N 3
Pulse repetition frequency, PRF 5,000 Hz
Transmitted bandwidth (single sensor) 150 MHz
Number of pulses per CPI, M 512
Number of bins used in ABPD 3
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In the previous expressions, d is the interchannel distance, and uR refers to the
projection of the receiver-target LOS vector onto the ULA direction. In addition,

f ðmÞ
D;P refers to the monostatic Doppler frequency of the moving target as calculated

in (9.1). As one can see, the Doppler frequency f ðmÞ
D;P is directly dependent on the

target velocity vector, namely on the velocity modulus VP and on the direction of

motion d. This dependency is highlighted as ð~V PÞ in the previous expression of the
temporal steering vector b. The target space-time steering vector can be written as
the Kronecker product of the spatial and temporal components as

sð~V PÞ ¼ a � bð~V PÞ (9.5)

where the dependency on the target velocity vector ð~V PÞ is further made explicit. In
the following, the adjacent bin post-Doppler (ABPD) STAP technique [27] is
considered. To this end, let us define the following vector dð~V PÞ as the 1 � L
vector containing the values of the L most adjacent Doppler bins to f ðmÞ

D;P (modulo
PRF). Then, the following M � L matrix can be defined

Fð~V PÞ ¼ exp j2pmdð~V PÞPRT

 �� �M

m¼1 (9.6)

From (9.6), the ABPD space-time transformation matrix for the Doppler bins of
interest can be calculated as

Tð~V PÞ ¼ IN � Fð~V PÞ (9.7)

and consequently the target space-time steering vector can be calculated as follows:

sT ð~V PÞ ¼ Tð~V PÞH sð~V PÞ (9.8)

such as the clutter plus noise covariance matrix as

RT ð~V PÞ ¼ Tð~V PÞHðRc þ RnÞTð~V PÞ (9.9)

The SINR after ABPD STAP filtering can then be expressed as a function of the
target velocity vector ~V P as

SINRð~V PÞ ¼ jaPj2sT ð~V PÞH RT ð~V PÞ�1sT ð~V PÞ (9.10)

Figure 9.3 reports the monostatic and bistatic SINRs for the considered experi-
mental setup (defined as before, see also (110) in [2]), for an overall target signal-
to-noise ratio (SNR) ¼ 15 dB and for a clutter-to-noise ratio (CNR) of about 30 dB
both in the monostatic and the bistatic cases. No adaptivity losses in the covariance
matrix estimations have been considered.

It is interesting to see the deep notches present in the monostatic and bistatic
SINRs for the target directions of motion tangential to the corresponding iso-ranges.
These notches occur exactly for the directions tangential to the monostatic and
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bistatic iso-ranges. By knowing the expected width of these notches, this analysis also
helps in the definition of a proper bistatic geometry. As a result, the simultaneous
processing of mono- and bistatic data guarantees, in principle, the detection of targets
having a minimum velocity VP ¼ jj~V Pjj independently of their direction of motion d:
Moreover, there are large regions in the ðVP; dÞ plane where the target can be detected
both in the monostatic and in the bistatic datasets simultaneously.

The achievable target localization accuracy in both monostatic and bistatic
configurations has been analyzed, and results are shown in Figure 9.4. Specifically,
Figure 9.4 reports 3

ffiffiffiffiffiffiffiffiffiffi
sCRB

p
R~R!~P , where sCRB is the Cramer–Rao bound (CRB) of

target DOA estimation, and it is obtained as follows (see also (34) in [28]) using the
N ¼ 3 parallel receiving channels, and a single bin post-Doppler STAP processing.2

Let us define as au the derivative of the space target steering vector with
respect to the directional cosine u: The ‘derivative’ of the space-time target steering
vector can be then written as

suð~V PÞ ¼ au � bð~V PÞ (9.11)

and after sub-optimal STAP reduction transformation as

su;T ð~V PÞ ¼ Tð~V PÞH suð~V PÞ (9.12)

2Please note that CRB are evaluated starting from single bin post-Doppler STAP, since this is the
implementation used later on with real data in estimating the target DOA. On the other hand, the single-
bin post-Doppler can be simply seen as the previously mentioned ABPD with L ¼ 1.
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Figure 9.3 SINR after ABPD against target motion parameters [dB].
Colourbar has been limited in the interval [�10 dB, 15 dB] for
better visualization
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By defining the following scalar quantities,

p ¼ sT ð~V PÞH RT ð~V PÞ�1sTð~V PÞ
q ¼ psu;T ð~V PÞH RTð~V PÞ�1su;T ð~V PÞþ

� jsu;T ð~V PÞH RTð~V PÞ�1sT ð~V PÞj2
(9.13)

the CRB can be calculated as

sCRB ¼ 1

2jaPj2
p

q
(9.14)

For more details on the derivation of the CRB, the reader can refer to the expres-
sions in [28].

In other words, Figure 9.4 reports the crossrange dimension of the localization
ellipse where the target is located with a probability of 0.997 (i.e., 3s), under the
assumption that the error is Gaussian distributed. As is apparent, the level of accu-
racy is very high. This can be explained by several reasons. First, as is well known,
the CRB gives an upper bound of the performance of any unbiased estimator. Sec-
ond, no adaptivity losses in the estimation of the covariance matrices have been
considered, which clearly deteriorate the achievable DOA estimation accuracy in the
real scenario. Third, the target range is fairly small (see Table 9.1), which inevitably
helps in the conversion of DOA estimate to localization on the ground. Despite these
issue, it is reasonable to assume for a strong target (remember that we assumed a
SNR ¼ 15 dB) a real localization accuracy level comparable (if not better) than the
expected size of the moving target (e.g., a car, a truck, or a tank).
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9.4 Association of monostatic and bistatic detections

Relations in (9.1) allow the estimation of target velocity vectors components for
those targets detected in the two datasets. However, to solve the linear system in
(9.1), two preliminary steps have to be performed. First, monostatic and bistatic
detections have to be associated. This cannot be done simply using target ranges and
Doppler frequencies (monostatic and bistatic), due to the ambiguity between Doppler
and angle of arrival. Second, the target position vector ~P has to be determined, to
invert and solve (9.1) for ~V P. In [29], the two tasks are fulfilled by simply estimating
the target direction of arrival (DOA) in the two datasets independently, and then by
using target ranges and DOA estimates to geolocate the detection on the ground. In
general, we declare a detection (being monostatic or bistatic) to be located within a
corresponding ellipse (named from now on localization ellipse) centred in the esti-
mated position on ground, and having dimensions proportional to the range resolu-
tion and DOA estimation accuracy, respectively. A target detected in both
the monostatic and in the bistatic dataset will have two localization ellipses that can
be associated if the two corresponding localization ellipses intersect, see Figure 9.5.
An analysis of the geolocalization accuracy can be found in [29]. It should be noted
that no data sharing between platforms is necessary, since both the monostatic and
bistatic detections are obtained from a single receiving antenna.

This association principle is generally valid for isolated targets having suffi-
cient strong SINR after GMTI filtering, while the association might be ambiguous
if multiple close targets are present (we denote this case as densely populated
scenario). Examples of densely populated target scenarios are shown in Figure 9.6
for crossing-targets and for one target passing another, respectively. In both cases,
one should note that the small spacing between the targets compared to the ellipse
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Figure 9.5 Monostatic and bistatic localization ellipses association in a single
target case. � 2015 IEEE. After [26]
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dimension produces multiple intersections, thus making the detection associations
ambiguous.

9.4.1 Direct association in densely populated target scenarios
As a first step, we extend and formalize the association principle described above to
the generic situation of a densely populated target scenario, for the single coherent
processing interval (CPI) case. The derived association logic has to take into
account not only the potential presence of multiple closely spaced targets, but also
the possibility that some missed detections may occur. As before, monostatic and
bistatic detections are geolocalized prior to association.

The association can be seen as an assignment problem [30], Section 6.5,
p. 342, where pairs of detections (or observations) are created. The creation of each
pair has a cost that represents the likelihood that the two observations really ori-
ginate from the same target. If multiple targets are present, the association problem
can be solved by minimizing the overall cost. The costs of all possible pairs are
represented in a cost matrix, where each row corresponds to a monostatic detection
and each column corresponds to a bistatic detection. Thus, the matrix element ði; jÞ

(a) crossing-targets case

(b) over-taking targets case

VP1

VP2

P1

P2

VP1

VP2

P1

P2

Figure 9.6 Examples of densely populated target scenarios. Dashed lines refer to
bistatic location error ellipses, solid lines to monostatic location error
ellipses. � 2015 IEEE. After [26]
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gives the cost of assigning bistatic observation j to monostatic observation i. The
cost for assigning bistatic detection j to monostatic detection i is taken to be the
squared statistical distance

d2
i; j ¼ D~xT

i; j Rx;m þ Rx;b

� ��1D~xi; j (9.15)

where D~xi;j ¼~xm;i �~xb;j is the difference of the Cartesian positions of the mono-
static and bistatic detections after geolocation and Rx;m and Rx;b are the respective
geolocation error covariance matrices. This cost is similar to the square of the
statistical distance between the predicted measurement and the measurement in a
Kalman filter [30], Section 6.2.1, (6.7), p. 329. Given the cost matrix, the assign-
ment problem can be solved with the Munkres algorithm [31]. It is important to
notice that the solution of the Munkres algorithm will associate each monostatic
detection to one and only one bistatic detection, leading to a minimum of the sumP

id
2
i; j, even if some d2

i; j are very large and it is unlikely that they originate from
the same target. To prevent this erroneous association, Nm dummy detections
should be added as columns to the cost matrix, where Nm is the number of mono-
static detections. If a monostatic detection is associated with a dummy detection,
this shall signify that no matching bistatic detection could be found, i.e., no
assignment. The cost of forming a pair between a monostatic detection and a
dummy detection is set to cna (cost of no assignment).

To find a numerical value of cna, we consider the case where there are no false
alarms, that a single target is present, and that the target is detected both in the
monostatic and bistatic dataset. In this case, the detections are correctly associated
with each other, if d2

1;1 < cna. Assuming that the geolocation error is Gaussian, the
squared statistical distance d2

1;1 obeys a chi-square distribution with two degrees of
freedom [32], Section 1.4.17, p. 57. Thus, the probability of correct association Pca

is given by Pca ¼ Fðcna; 2Þ, where F is the cumulative probability function of the
chi-square distribution. Choosing a probability for the correct association (for this
specific case) and solving this equation yields a value of cna.

For illustration, Table 9.2 presents the structure of the cost matrix for a case
with two monostatic and three bistatic detections. As in this example, some
monostatic and/or bistatic observations may be left unassigned, either because they
cannot reasonably originate from the same target or because the number of
monostatic and bistatic observations is not equal.

Table 9.2 Structure of a cost matrix for the association of three
bistatic detections with two monostatic detections

Bistatic detections Dummy detections

Monostatic detections 1 2 3 1 2

1 d2
1;1 d2

1;2 d2
1;3 cna cna

2 d2
2;1 d2

2;2 d2
2;3 cna cna
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Before proceeding, several comments are in order. First, for each monostatic
detection, we tried to find a matching bistatic one. It is clear that a dual asso-
ciation scheme (i.e., for each bistatic detection find a matching monostatic one)
would have been equivalent from a conceptual point of view. However, this might
have an impact on the dimension of the cost matrix if one dataset has significantly
more detections than the other. Second, one should notice that this direct asso-
ciation approach can be readily extended to multiple successive CPIs, each of
them having different sets of monostatic and bistatic detections. By doing so, the
successive CPIs will be treated independently of each other, performing inde-
pendent associations from one CPI to the next. Clearly, this does not consider that
targets are likely to have similar positions and velocities in successive CPIs.
By using this latter temporal correlation, a better exploitation of the information
coming from successive CPIs might help in correctly associating target detec-
tions. For this reason, in the next section, a tracking-based association scheme is
presented, while the direct association will be considered as a benchmark for
performance analysis.

9.4.2 Association by target tracking
In this second association scheme, we aim to better exploit the information coming
from multiple successive CPIs, in order to better solve the association problem.
To do this, we rely on a tracking algorithm which takes as inputs both the
monostatic and the bistatic detections (after geolocation) and tries to extract target
tracks. In other words, detections are not firstly associated and then eventually
passed to a tracker (as in the case of the direct association), but tracks are extracted
having as joint inputs monostatic and bistatic detections. The situation is sketched
in Figure 9.7. Among different tracking algorithms, we propose the global nearest
neighbour (GNN) [30], Section 6.4, because it provides explicit association of
detections to tracks. In the considered implementation of GNN, we consider
multidimensional target states comprising the two-dimensional target location and
the two-dimensional target velocity vector. The state propagation and update of
the state by measurements is identical to that of an (extended) Kalman filter.
At every time step (every CPI in our case), the target state is firstly predicted
(or propagated) using a priori information and then updated according to the
measurements of the current CPI. The updated target state is then used to make the

Monostatic observations

Bistatic observations
Geolocalization

Geolocalization

TrackingRadar

Figure 9.7 Processing flowchart for ‘association by target tracking’. � 2015
IEEE. After [26]
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prediction for the next time step and so on. In order to account for simultaneous
monostatic and bistatic detection, the single recursion of the GNN is slightly
modified, as illustrated in Figure 9.8. In particular, the target state is predicted
using a priori knowledge, and then a first update is calculated using the infor-
mation of the monostatic detections. This updated target state is not propagated,
but it is updated a second time using now the bistatic detections. The lack of
propagation between the first and the second updates accounts for the simultaneity
between monostatic and bistatic observations. In the practical implementation, this
lack of propagation can be simply realized by propagating the target state for a
time interval Dt ¼ 0 s.

9.4.3 Simulation results
In bistatic target detection and tracking, the performance depends greatly on the
acquisition geometry. It is therefore difficult to give universally valid performance
measures. Instead, this section uses a case study to provide a comparison of the two
association methods.

This case study deals with a realistic geometry which was in fact encountered
during an experimental acquisition with PAMIR [33]. The transmitter is stationary
on a hill and illuminates a road which is located in a valley below the transmitter.
An overview of the scenario is given in Figure 9.9. Two targets (namely P1 and P2)
moving on adjacent lanes of the road are simulated for 20 s when the overtaking
takes place. The velocity of target P1 is VP1 ¼ 40 m=s (144 km/h), while target P2

is moving at VP2 ¼ 30 m=s (108 km/h). The distance between the lane centres is
3.75 m. At the start of the simulation, the overtaking target P1 is trailing target P2

by 91 m. The targets localization ellipses after 9 s of simulation time are shown in
Figure 9.10 both for the monostatic (solid line) and for the bistatic (dashed line).
From Figure 9.10, it is clear that the targets are so close that incorrect assignments
of measurements may occur during the overtaking.

For this case study, the performance of both the direct association and of the
tracking-based association is evaluated in terms of probability of correct assign-
ment ðPcaÞ via Monte Carlo simulations. Specifically, three different situations are
considered: (a) both targets P1 and P2 are detected in both monostatic and bistatic
datasets; (b) target P1 is detected only in the monostatic dataset, while target P2 is
detected only in the bistatic dataset; (c) target P1 is detected in both datasets, while

Predict Predict

∆t = 0

Update

Monostatic detections Bistatic detections

Update

Figure 9.8 Flowchart of the tracking algorithm. One cycle of the recursion.
� 2015 IEEE. After [26]
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target P2 is detected only in the monostatic data. In the Monte Carlo simulation, the
geolocated monostatic position measurement and the geolocated bistatic position
measurement are random variables. As long as the direct association is concerned,
the cost of no assignment was set to cna ¼ 13.8 which corresponds to Pca ¼ 0:999.

Figure 9.11 shows the probability of correct association Pca against simu-
lation time for the direct association strategy. As is apparent, Pca is virtually one
for all three cases both at the beginning and at the end of the simulation when
the targets are far apart. However, during the process of overtaking at around 9 s
of simulation time, the targets are close to each other and Pca drops. In case
(a) Pca drops only to 0.8, since both measurements of a target are available.
In case (b), however, only one measurement for each target is available, and thus
the other measurement is incorrectly assumed to originate from the same target.
Case (c) is an intermediate case.

The same Monte Carlo simulation has also been repeated for the tracking-
based association scheme. For the assignment of observations to tracks, the dis-
tance measure as given in (6.29) of [30] was used. The cost of starting a new track
for a given observation was set to 50. The track to observation association that is
performed by the GNN-tracking algorithm can be converted to an assignment
between monostatic and bistatic observations. In an analysis with 100 Monte Carlo
runs, it was found that the assignment was always correct.

The superior performance of the tracking-based association scheme is due to
the fact that observations are not assigned directly to each other but to tracks.
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As tracks come with an estimate of the velocity, in addition to the location of the
observation also the velocity measurement can be used for the assignment (see
Figure 9.12). In this case study, the measured velocity is different between target P1

and P2 and is thus successfully used in the tracking algorithm for the target
assignment. Furthermore, when tracking is used, the predicted target location is
more accurate than using a single target observation. Thus, in association by target
tracking, the task is to assign an inaccurate observation to an accurate prediction
while two inaccurate observations have to be assigned to each other in the direct
association scheme.
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Figure 9.12 Visualization of the velocity measurement and association by target
tracking: the velocity vector of target P1 is confined to a position on
the solid, red line by the monostatic radial velocity measurement and
to a position on the dashed, red line by the bistatic range rate
measurement. Thus, its true velocity vector is given by the
intersection of both lines. The same reasoning holds for target P2.
In a realistic scenario, confusion arises due to the presence of two
targets, since the association is unclear. In association by tracking,
this problem is alleviated by the predicted target state. As this
example shows, a target detection can be associated with a track
based on the velocity measurement. � 2015 IEEE. After [26]

Bi- and monostatic SAR-GMTI 423



9.5 Joint monostatic and bistatic SAR-GMTI

The overall SAR-GMTI processing is sketched in Figure 9.13. Simultaneous short
CPIs are extracted from multichannel monostatic and bistatic datasets. STAP pro-
cessing is performed for both datasets in parallel, by using sub-optimal algorithms
like the ABPD. Target detections are declared by thresholding test statistics of the
STAP filtered data (in our case, the adapted matched filter, AMF [34]). After that,
DOA is estimated for each detection. This can be conveniently done by resorting to
so-called AB-STAP [35�37].

Now, using range and DOA information, detected targets can be relocated on
ground and then associated according to one of the association methods of
Section 9.4. Based on the data from the associated monostatic and bistatic detections,
the corresponding target velocity vector is computed by solving the linear system in
(9.1). This estimate can be used to correctly focus the moving target in the monostatic
and in the bistatic datasets, as it is shown on the left and right sides Figure 9.13. Here,
the entire monostatic and bistatic (single-channel) SAR datasets are processed to
image the stationary scene, by using any conventional SAR focusing technique (e.g.,
chirp scaling algorithm [38], w� k algorithm [39], backprojection [40] and so on).

Monostatic
M-SAR raw data

Bistatic
M-SAR raw data

Single
channel

Simultaneous
CPIs

Multi
channel

CPI extraction
for GMTI

CPI extraction
for GMTI

Bistatic
STAP (ABPD)

Monostatic
STAP (ABPD)

Target detection
(thresh. of AMF

test statistics)

DOA estimation
(AB-STAP)

rPi
(m) uPi

(m)
,

Target relocation
on ground

Target relocation
on ground

Detection
association

Bistatic SAR
image of moving

targets

Velocity vector
computation

Mono- and bistatic SAR image with
focused moving targets

Velocity computed A target 

Monostatic SAR
image of moving

targets

DOA estimation
(AB-STAP)

Target detection
(thresh. of AMF

test statistics)

Multi
channel

Single
channel

Monostatic SAR
image of

stationary scene

Bistatic SAR
image of

stationary scene

{ } rPi
(b) uPi

(b)
,{ }

Figure 9.13 Processing block diagram

424 Novel radar techniques and applications – volume 1



The same monostatic and bistatic single-channel SAR datasets are then repro-
cessed for each detected moving target, but now matching the SAR focusing to the
estimated target movement. The final result will then be the SAR image of the
stationary scene (both monostatic and bistatic) together with relocated and focused
images of the moving targets. Here, the correct imaging of the moving targets has a
double value. First, it proves the correctness of the moving target velocity vector
estimation, since moving target imaging can be done only if target motion is accu-
rately known. Second and more important, simultaneous moving target imaging in
both monostatic and bistatic geometries opens the doors to target classification. Even
if the resolution might be lower compared to ISAR systems, the size of the moving
target can be estimated with good accuracy. This information together with the
estimated target velocity vector and with the SAR image of the stationary scene can
greatly improve target classification capabilities.

9.6 Experimental results

A simultaneous multichannel monostatic and bistatic SAR-GMTI experiment has
been conducted in Enkering, Germany. A stationary ground-based transmitter is
located on top of a hill illuminating the valley below with a depression angle of
about 4 deg. The transmitter is equipped with a horn antenna of about 27 deg
beamwidth which has a fixed steering during the experiment. Figure 9.14 shows a
picture taken from the transmitter position, while Figure 9.15 shows the road map
of the valley taken from OpenStreetMap transformed in ENU coordinates.

Figure 9.14 View of the scene from the transmitter position. � 2014 VDE
VERLAG, Berlin, Offenbach. After [41]
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As a receiver, we used the multichannel system PAMIR mounted on the
Transall aircraft in a pure side-looking configuration. Due to wind on the day of the
experiment, a crab angle of about 7 deg is experienced. The aircraft flew almost
parallel to the orographic orientation of the valley. The main system parameters are
the ones already listed in Table 9.1. Both radars transmit simultaneously on adja-
cent frequency bands slightly above 9 GHz. PAMIR collects with three parallel
receiving channels both the monostatic and the bistatic returns. Interchannel cali-
bration has been preliminary conducted separately on both monostatic and bistatic
multichannel datasets. The multichannel received spectra at intermediate frequency
before calibration and bistatic data synchronization are shown in Figure 9.16. As is
apparent, the spectrum is symmetrical, due to the real nature of the signal. More-
over, the monostatic and the bistatic signals are clearly visible on adjacent fre-
quencies. Specifically, the monostatic signal is centred at about 125 MHz, while
the bistatic one is centred at 325 MHz. Transmitted signal power in the monostatic
case has been preliminarily scaled in order to guarantee a comparable level of the
monostatic and bistatic signals in reception, thus avoiding problems with the
dynamic range of the analogue-to-digital converters. Despite that, the monostatic
signal still appears stronger than the bistatic one. One can also clearly appreciate
the different levels of the signals on the three receiving channels, which have to be
properly taken into account in the preliminary interchannel calibration stage. Local
oscillators at the ground-based stationary transmitter and at the receiver are freely
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running. For this reason, bistatic data need proper synchronization before proces-
sing. A detailed description of the synchronization procedure is reported in the
Appendix A.

A cooperative moving target (namely a car, BMW Series 3 Touring) has been
used during the experiment and equipped with high accuracy GPS device. This
cooperative target moves along a road, see Figure 9.15 (the same road is also
clearly visible in Figure 9.14). Figure 9.15 also shows the position of the PAMIR,
of the stationary transmitter, as well as the monostatic and the bistatic iso-ranges
passing through the cooperative target position. In addition, two synthetic targets
(namely S1 and S2) have been inserted in the monostatic and in the bistatic data-
sets, close to the cooperative target, but moving along the monostatic and the
bistatic iso-range lines, respectively (Table 9.3). A sketch of the geometries and of
the directions of motion of the synthetic targets is reported in Figures 9.17 and 9.18
superimposed onto the road map of the Enkering valley.

9.6.1 Moving target detection
A CPI of M ¼ 512 pulses has been extracted simultaneously for both datasets,
according to the block diagram in Figure 9.13. CPI duration ensures an effective
STAP filtering via ABPD and also avoids target range migration through several
range/Doppler cells. After performing multichannel data calibration and range
compression, the range/Doppler maps look as in Figures 9.19 and 9.20, where
the position of the cooperative moving target has been highlighted in the circle
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(see also zoom in the bottom left), for both the monostatic and the bistatic datasets.
As is apparent, the target is located on the skirts of both the monostatic and of the
bistatic clutter region, thus requiring STAP for proper detection.

ABPD STAP has been applied separately to the two datasets. Interference cov-
ariance matrices have been estimated by means of sliding window training by using as
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Table 9.3 Parameters for the synthetic targets

Parameter Target S1 Target S2

RðmÞ (m) 1,672.9 1,728.7
RðbÞ (m) 2,852.2 3,022.2

f ðmÞ
D;P (Hz) �252.1 378.3

f ðbÞD;P (Hz) �317.1 49.2

Monostatic SNR (dB) �19 �19
Bistatic SNR (dB) �19 �19
~P (m) �792:0

�869:7
�82:0
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~V P (m/s) �3:37
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�0:03
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�0:05
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secondary data 80 range gates adjacent to the CUT. Moreover, the ten nearest range
gates to the CUT have been considered as guard gates, and thus excluded from sec-
ondary data. STAP filter outputs consist of AMF test statistics, which have been
compared to a fixed threshold of 15 and 13 dB to declare target detections in specific
range/Doppler cells for the monostatic and bistatic case, respectively. AMF test sta-
tistics after STAP filtering are shown in Figures 9.21 and 9.22 with overlaid red dots
indicating the detections. The cooperative target is detected in both datasets, while
target S1 is detected only in the bistatic dataset, and target S2 is detected only in the
monostatic dataset. This example clearly shows the advantages of the proposed joint
simultaneous exploitation of monostatic and bistatic data for GMTI. In particular, the
two synthetic targets show the overall improved detection capability that can be
reached only jointly exploiting the two dataset simultaneously, thus ensuring detec-
tion of targets regardless of their direction of motion.

In addition, targets like the cooperative one which is detected in both datasets
can be also imaged. To do this, DOA estimation of these targets is conducted in
both datasets using AB-STAP. Target parameter estimation (in particular, target
range and DOA) allows target relocation on the ground, leading to the two locali-
zation ellipses depicted in Figure 9.15. As is apparent, the two localization ellipses
intersect and, from the few detections in Figures 9.21 and 9.22, we are clearly in a
single target case scenario. This allows monostatic and bistatic detections asso-
ciation according to previous considerations. Table 9.4 shows a comparison of the
estimated cooperative target parameters with analogous quantities directly
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calculated from GPS measurements. Target positions and velocities are expressed
in ENU. Once monostatic and bistatic target detections have been relocated and
associated, the corresponding Doppler frequencies can be used to solve the linear
system in (9.1), and to estimate the two target velocity components VP;x and VP;y:
The estimated target velocity vector is then exploited to provide correct SAR
focusing of the movers, as will be shown in the following.

9.6.2 Imaging
The imaging is performed using monostatic and bistatic single-channel datasets.
A backprojection processor [40] is used to focus the stationary scene. The obtained
SAR image is presented in Figures 9.23 and 9.25 for the monostatic and the bistatic
cases, respectively. A valley (see Figure 9.14) with a road from the north to south-
west can be clearly seen. Shadows are evident both in the monostatic and in the
bistatic SAR images. Specifically, observing the trees at the centre on the bistatic
SAR image of Figure 9.25, both shadows from the transmitter and from the receiver
can be clearly recognized. During the acquisition time, the cooperative moving
target travelled down the main road in the middle section of the image (red rectangle
in Figure 9.23 and corresponding enlarged zoom in Figure 9.24). The position of
the mover is highlighted with a white circle in Figure 9.24, and its motion direction
is also depicted with a white arrow. The unfocused and shifted moving target
response is marked with a circle. The same monostatic raw SAR dataset is then
reprocessed matching the SAR focusing to the estimated target motion parameters,
see left part of block diagram in Figure 9.13. The obtained image of the mover is
presented in Figure 9.26. The SAR processing matched to the estimated moving
target motion is also applied to the single-channel bistatic dataset (see right part of
Figure 9.13). The resulting bistatic focused SAR response of the cooperative
moving target is shown in Figure 9.27. Combining the monostatic and the bistatic
moving target imaging capability, information on the size of the target can be

Table 9.4 Parameters for the cooperative target (n.a. ¼ not applicable)

Target parameter Measure GPS Monostatic estimate Bistatic estimate

RðmÞ (m) 1,716.7 1,716.5 n.a.

RðbÞ (m) 2,975.1 n.a. 2,976.0

f ðmÞ
D;P (Hz) �320.1 �330 n.a.

f ðbÞD;P (Hz) �418.3 n.a. �410.2

uDOA 0.0759 0.0791 0.0802

~P (m) �876:0
�900:0
�82:0
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Figure 9.23 Monostatic SAR image in Cartesian ENU coordinates [dB].
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retrieved, which might help with target identification. Please note that the shift
between the position of the unfocused moving target (red circle), and its true
position (white circle) in Figure 9.24 occurs in the along-track direction. This
direction does not appear horizontal in the figure, since the image has been pro-
jected in the ENU Cartesian coordinates of Figure 9.2.

9.7 Conclusions

In this chapter, we presented a simultaneous monostatic and bistatic multichannel
technique for improved SAR-GMTI. This can be simply obtained adding to a con-
ventional multichannel SAR-GMTI system a stationary transmitter operating on
adjacent frequency band. By theoretical simulations and by validation with real data,
we showed that such a configuration can greatly improve the situational awareness
over the observed area. In particular, targets moving with a minimum velocity can be
detected regardless of their direction of motion in at least one dataset. Thanks to the
different Doppler modulations observable in the monostatic and in the bistatic
datasets and to the availability of multichannel GMTI processing, this approach is
valuable especially for detections in strong interference scenarios. Moreover, for
those targets which can be detected in both datasets, we showed that an estimation of
the target velocity vector on the ground is possible. In this context, we analyzed some
issues that may arise in the association of detections in densely populated scenarios.
Finally, we used the estimated target velocity vector for (monostatic and bistatic)
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moving target SAR imaging. This information can help toward target recognition
and classification. For these reasons, the proposed simultaneous configuration is a
very appealing GMTI technique which dramatically overcomes the intrinsic lim-
itations of a single system, at very low additional costs.

Appendix A: Data synchronization

Synchronization of the bistatic data is a crucial preliminary processing step. The
reason being that the radio frequency (RF) local oscillators at the stationary trans-
mitter and at the multichannel receiver (i.e., PAMIR) are freely running. This is
expected to create a drift on the received data, as deeply analyzed also in other
bistatic radar configurations, as in [42]. That is, due to a slight mismatch of the local
oscillators frequencies at the transmitter and at the receiver, the bistatic data are
acquired with an apparent delay that is to a good approximation linearly increasing
over slow-time. To model this effect, let us indicate the RF transmitted signal as

sRF
TXðtÞ ¼ sBB

TXðtÞexp j 2pfTXt þ fTXðtÞ½ �f g (A.1)

where sBB
TXðtÞ is the transmitted signal in base band (BB), t is the fast-time, fTX is

the RF of the local oscillator at the transmitter and fTXðtÞ is a time varying phase
error accounting for all non-ideal behaviours of the transmitting oscillator. Indicat-
ing with Rdirect, the LOS range from the transmitter to the receiver, the direct RF
received signal can be written as

sRF
RXðtÞ ¼ e sRF

TX t � Rdirect

c

 �
¼ e sBB

TX t � Rdirect

c

 �
exp j 2pfTX t � Rdirect

c

 �
þ fTX t � Rdirect

c

 �� 	� � (A.2)

where e accounts for all attenuations. After down conversion to BB, the received
signal can be expressed as

sBB
RXðtÞ ¼ sRF

RXðtÞexp �j 2pfRXt þ fRXðtÞ½ �f g

¼ e sBB
TX t � Rdirect

c

 �
exp �j2pfTX

Rdirect

c

� �
exp j2p fTX � fRXð Þtf g

exp j fTX t � Rdirect

c

 �
� fRXðtÞ

 �� �

¼ e sBB
TX t � Rdirect

c

 �
exp �j2pfTX

Rdirect

c

� �
exp j2pDftf gexp jfresf g

(A.3)
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where fRX is the RF of the local oscillator at the receiver, fRXðtÞ accounts for
receiver’s oscillator non-idealities, Df ¼ fTX � fRX is the frequency offset between
the two local oscillators and fres is a random process, which can be modelled as the
sum of a stationary phase term and of a random walk component as described in
[42] and references therein. In the following, we will only focus on the effects of
Df , since fres plays a role in the long term. The received signal in (A.3) can be
extended to the slow-time domain (m ¼ 1; . . .;M is the index of the corresponding
pulse), so that after range compression one gets

~sBB
RXðt;mÞ ¼ e~sBB

TX t � Rdirect m½ �
c

þ DPRI � m

 �

exp �j2pfTX
Rdirect m½ �

c

� �
exp j2pDf t þ PRI � m½ �f gexp jfresf g

(A.4)

where ~sBB
TX is the range compressed BB transmitted signal, PRI is the pulse repeti-

tion interval, DPRI ¼ Df =fTXð ÞPRI and where the LOS range from transmitter to
receiver is now a function of the slow-time index m. The lack of synchronization
manifests itself in two effects. The first is an additional delay DPRI � m in the
envelope of sBB

RX, while the second is the additional phase offset due to the term
PRI � m in the second exponential, which accounts for the accumulating phase
offset over multiple PRIs. The first effect is visible only for significant frequency
offsets Df , or for very high range resolutions, while the second term is always
visible, as it directly affects the phase of the received signal. In particular, this latter
term is multiplied by Df thus creating a linear phase ramp in the slow-time which
results in an apparent Doppler centroid. Please note that both the signal delay and
the linear phase ramp sum up with the behaviour of Rdirect m½ �. That is, the total
Doppler centroid that one sees on the unsynchronized data will contain a term due
to real linear variation of Rdirect m½ � over slow-time, plus a fictitious term related to
unsynchronized oscillators. The same applies for the signal delay. The aim of the
data synchronization is to compensate for the fictitious signal delay and Doppler
centroid, while preserving the other (true) components. To do that, accurate GPS
positions of the transmitter and of the receiver over slow-time are required.

Figure 9.28 shows a zoom of the range compressed bistatic data in slow- and
fast-time domain. In particular, it is shown the direct signal sent by the stationary
transmitter. Data are also clipped in the slow-time domain, to focus only in the time
acquisition interval in which the direct signal is received at its strongest level.
A green line is superimposed, which approximates the direct signal in the least
square sense. In Figure 9.29, the same data is compared also with the direct signal
delay measured from the GPS (red line). From the discussions above, it is clear that
data should follow the red line, being the different slope between red and green lines
an effect of lack of synchronization. As is apparent, the effect on direct signal delay
is very marginal, but still visible due to the high range resolution of the system. The
so-called coarse synchronization (see [43]) can be readily performed by compen-
sating for the different slopes between true (red) and estimated (green) behaviour of
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Figure 9.28 Range compressed direct signal before synchronization [dB]. Direct
signal least square approximation (green line)
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Figure 9.29 Comparison with GPS measured direct signal delay (red line). Range
compressed direct signal before synchronization [dB]
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direct signal delay. After this step, bistatic data can be transformed in the range/
Doppler domain, where the second effect (i.e., the additional fictitious Doppler
centroid) is visible. Figure 9.30 shows the bistatic data after Doppler Fourier trans-
form, where now the entire range extent is shown. The zoom highlights the part of
the spectrum where the direct signal is located. A green marker is located in the
direct signal range/Doppler position estimated from the data (i.e., corresponding to
the green line in Figure 9.28), while a red marker is placed in the GPS-expected
position (i.e., corresponding to the red line in Figure 9.29). After compensating for
the relative shift between the two markers positions, bistatic data are synchronized.

A final comment is in order with reference to Figure 9.30. The direct signal is
smeared over several range/Doppler cells. This is due to the variation of Rdirect m½ � in
the long slow-time interval here considered. In other words, the smearing is simply
due to the range walk, which is not compensated here. We have chosen such a long
slow-time interval to better show the effects of lack of synchronization also in the
signal delay (see Figures 9.28 and 9.29).

Glossary

ABPD adjacent bin post-Doppler

AB-STAP AB space time adaptive processing

AMF adaptive matched filter
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Figure 9.30 Bistatic range/Doppler map after fine synchronization [dB]
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BB base band

CNR clutter-to-noise ratio

CPI coherent processing interval

CRB Cramér–Rao bound

CUT cell under test

DOA direction of arrival

ENU east-north-up

GMTI ground moving target indication

GNN global nearest neighbour

GPS global positioning system

ISAR inverse synthetic aperture radar

LOS line of sight

MDV minimum detectable velocity

MTI moving target indication

PAMIR phased array multifunctional imaging radar

PRF pulse repetition frequency

PRI pulse repetition interval

RCS radar cross section

RF radio frequency

SAR synthetic aperture radar

SCR signal-to-clutter ratio

SINR signal-to-interference-plus-noise ratio

SNR signal-to-noise ratio

STAP space time adaptive processing

ULA uniform linear array
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Chapter 10

Multistatic and MIMO ISAR techniques

Debora Pastina1 and Marta Bucciarelli2

Abstract

The exploitation of ISAR data simultaneously acquired by multiple radar systems
is considered in this chapter in order to enhance the quality of ISAR images of
moving targets with respect to the conventional single-sensor case, thus making
ISAR images more effective when used for target classification and recognition. In
particular, multi-sensor data are exploited in order to increase the cross-range
resolution of ISAR images of rotating targets and to improve the accuracy in the
estimation of the target motion.

The distributed (multi-sensor) ISAR technique is devised for two different
cases: (i) MIMO case with each platform carrying an active radar, that transmits
and receives RF waveforms, (ii) multistatic case with a single platform carrying an
active radar (transmitting and receiving) and the remaining platforms equipped
with passive sensors (namely receiving only). For such distributed imaging system:
(a) the PSF is derived showing the capability at providing an increase of the cross-
range resolution up to the number of platforms in the multistatic case and even
higher in the MIMO case; (b) the required focusing technique is also presented and
discussed following a decentralized approach; (c) multi-sensor based target motion
estimation techniques are considered showing the performance improvement
with respect to the conventional single-sensor case. This distributed ISAR system
could be of great benefit in applications where the target rotation angle is insuffi-
cient to guarantee the desired resolution. A typical case is the imaging of ship
targets with rotation induced by the sea swell structure under low sea state
conditions.

Results obtained against synthetic ISAR data are presented; moreover,
experimental data collected in an anechoic chamber against different targets on a
rotating platform are processed by following the presented distributed ISAR tech-
nique to validate the approach.

1DIET Department, University of Rome ‘La Sapienza’, Italy
2Formerly DIET Department, University of Rome ‘La Sapienza’, Italy. Now Sympas S.r.l., Italy



10.1 Introduction

As well-known radar images of man-made targets can be obtained by using the ISAR
(Inverse Synthetic Aperture Radar) technique: a wide bandwidth waveform is trans-
mitted to achieve fine range resolution; coherently processing the echoes returned
from the target at different view angles gives fine cross-range resolution, [1,2]. In
ISAR, the angular aperture under which the target is viewed by the radar is due to the
motion of the target itself. Specifically, ISAR techniques exploit the rotational motion
of a target with respect to its centre as observed by a nearly stationary sensor platform.
This is for example the case of airborne or spaceborne systems imaging ship targets
interested by yaw, pitch and roll rotation motions induced by the sea.

Considering the specific nature of ISAR imaging, the following drawbacks can
be easily pointed out: (a) the focusing and scaling of ISAR images require
knowledge of the target motion usually unknown; (b) achievable images provide a
2D projection of man-made targets having a 3D structure; (c) achievable cross-
range resolution of ISAR products is target dependent.

Moving from point (a), the knowledge of target translation and rotation motion
is typically required to motion compensate, to scale and also to focus (depending on
resolution/target size) the ISAR image. Even if some classification/recognition
techniques can be designed to cope with unscaled images (as [3,4] for ship targets),
the availability of images scaled in the homogeneous range and cross-range domain
largely simplifies the procedures allowing the extraction of relevant target features
and avoiding database-matching approaches, thus reducing the computational load.
Unfortunately, when dealing with a non-cooperative target, the information rele-
vant to its motion is unknown; moreover, even for cooperative targets properly
equipped to share the navigation data with the remote control, the information
might not be available in real time with the desired accuracy. Therefore, the target
motion has to be recovered directly from the received signal. Many autofocus and
cross-range scaling techniques have been developed in the past for single-channel
ISAR systems. Particularly, for cross-range scaling, these techniques usually
assume that the rotational motion of the target is confined to a plane during the
coherent processing interval (CPI) and therefore they can experience significant
losses when this assumption is not verified and the target develops 3D motion.
Moreover, even when such assumption applies, the achievement of good accuracy
in the cross-range scaling can impose severe constraints on target size, signal-to-
background ratio and needed CPI. Obviously, point (b), classification/recognition
procedures would highly benefit also from the knowledge of the 3D structure of the
imaged target, while this information is lost in the projection mechanism proper of
conventional single-channel ISAR systems. Even if some techniques could be
applied in order to select proper image times in order to achieve specific (such as
top or side) views of the target, [5], there is no guarantee that target motion con-
ditions would allow such decoupling enabling the extraction of some 3D-related
information and features. Obviously, information and features that can be extracted
from ISAR images also depend on the quality of these images and particularly on
their resolution, [6]. Unfortunately, since the achievable cross-range resolution
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depends on the intrinsic motion characteristics of the target (and specifically on its
overall change of view angle) as highlighted in point (c), there is no way to a priori
assign the desired value of cross-range resolution. Moreover, depending on the
particular conditions, the achievable resolution can be very poor. With reference to
the case of ship target imaging, this condition can occur in presence of a low sea
state inducing very limited rotations. This is made even worse by the typical use of
a short CPI that is required by the constraint of keeping the ship rotation axis fixed.
These circumstances can have particularly negative implications as ISAR images
are often used to feed NCTR (Non-Cooperative Target Recognition) procedures.

Obviously, the use of multi-channel systems or even of multiple imaging
sensors observing the same target with different acquisition geometries and the
joint exploitation of the acquired data seem to be a viable solution to overcome the
aforementioned issues. Indeed in the last years, the ISAR community has devoted
an increasing attention to multi-channel, multistatic and MIMO radar systems, and
a number of contributions can be found in the recent literature. Without claiming to
be complete, some references are cited in the following.

With specific reference to autofocus/motion compensation exploiting multiple
acquisitions, an image entropy based technique has been proposed in [7], and a
multilateration based approach has been considered in [8]. With specific regard to
rotation motion estimation, few contributions can be found in literature concerning
the use of multi-sensor ISAR data: in some cases, the sensors are close so that they
give rise to the same image projection plane (IPP) (i.e. co-located antennas), while
in other cases the sensors are separated so that the IPP can change with the con-
sidered sensor (i.e. separated antennas). In particular, in [9–11], formations of
separated sensors with different aspect angles have been proposed for the motion
estimation of target undergoing rotation confined to a plane. Moving to the three-
dimensional rotation case, interferometric approaches making use of co-located
antennas placed onto orthogonal baselines have been considered in [12–14]; in
[15], the use of at least three sequences of ISAR images to estimate the aspect
rotation angle has been proposed. The case of separated antennas has been instead
considered in [16] proving the capability of a formation of sensors with proper
angular diversity at providing the estimation of the three rotation-motion compo-
nents. 3D target re-construction has been achieved mainly by resorting to different
interferometric approaches, as for example in [13,14,17–21], even if also some
MIMO-related contribution can be found, as for example [22] where MIMO tech-
niques are used jointly with sparse signal recovery or [23] combining MIMO and
interferometric approaches. In contrast, MIMO-based approaches have been use-
fully applied for target imaging purposes: as an example, with the aim at avoiding
motion compensation usually required in ISAR, MIMO radar systems have been
considered in [24] for the narrowband case exploiting two perpendicular arrays
and in [25] for the wideband case using two distributed arrays. Noticeably, multi-
sensor, both multistatic and MIMO, systems and related techniques can be usefully
applied to counteract the cross-range resolution target motion dependency. In this
frame, following the approaches in [26–33] and showing some of the results
therein, this chapter describes the possibility of exploiting the data acquired

Multistatic and MIMO ISAR techniques 447



by multiple radar sensors carried by multiple air platforms. If the sensors are
appropriately spaced, each scatterer can be globally observed from a much wider
observation angle than for a single aperture, and therefore, an ISAR image with a
higher resolution can be obtained. Obviously, the same approach could also be used
to reduce the CPI required to get a desired cross-range resolution [34].

Two reference scenarios for the sensors belonging to a formation of S platforms
will be considered in this chapter: in the first scenario (named multistatic distributed
ISAR), only one platform carries an active radar system and the remaining (S � 1)
carry receiving only sensors, while in the second one (named MIMO distributed
ISAR), all the S air platforms carry an active radar that autonomously transmits and
receives the radar waveforms. In this latter case, we consider the active sensors
additionally able to separately receive also the waveforms transmitted from the
other transmitters. A pictorial view of these two reference scenarios is presented in
Figure 10.1. Figure 10.1(a) sketches the multistatic-distributed ISAR (DISAR) case
where the flying formation is composed of a helicopter carrying the transmit/
receive hardware and a few lightweight UAVs used to carry the receive-only
devices. Figure 10.1(b) presents the MIMO distributed ISAR case with several
hovering helicopters carrying an active radar system each.

The chapter is organized as follows: after describing the distributed ISAR
system and geometry (Section 10.2), the imaging capability of the conceived
system will be analysed and discussed in Section 10.3 where the distributed ISAR
Point Spread Function (DPSF) is derived (Section 10.3.1) to clearly demonstrate
the enhanced imaging capability of the multistatic/MIMO ISAR system, the cor-
responding performance theoretically investigated for cases of special interest
(Section 10.3.2) and experimentally validated (Section 10.3.3). Section 10.4
introduces the required focusing technique proposing and discussing the different
available approaches for the distributed ISAR image formation (Section 10.4.1) and
again theoretically and experimentally analysing the achievable performance
(respectively, in Section 10.4.2 and 10.4.3). The exploitation of multi-sensor ISAR

Figure 10.1 Distributed ISAR scenarios in the (a) multistatic case and in the
(b) MIMO case. �[2011] IEEE. Reprinted, with permission,
from [30]

448 Novel radar techniques and applications – volume 1



data for the sake of target motion estimation is considered in Section 10.5 showing
the improvement available with respect to conventional single-sensor techniques.
Finally, some conclusions and discussions on advantages/limitations and on future
perspectives concerning the considered topic close the chapter.

10.2 Distributed ISAR system

In this section, the distributed ISAR geometry and concept are firstly introduced
(Section 10.2.1); then specific discussions concerning the MIMO ISAR config-
urations are reported (Section 10.2.2).

10.2.1 DISAR geometry and concept
As stated above, the considered distributed ISAR geometry consists essentially of a
set of S air platforms, each one equipped with a sensor, characterized by either:
(i) transmitting, or (ii) receiving, (iii) or both transmitting and receiving capabilities.
All sensors are assumed to carry an antenna appropriately steered towards the
moving target to be imaged by exploiting its own rotational motion.

As usual in ISAR literature, we identify an arbitrary reference point in the
target, hereafter named target fulcrum, and decompose the motion of the target into
a translation of the fulcrum and a rotation of the target body around this point
(hypothesis of modelling the target as a rigid body). By referring to the distributed
ISAR signal after motion compensation, we can assume any relative translational
motion between the platforms and the target fulcrum already compensated (namely
platforms and fulcrum considered stationary) and, therefore, we can focus on the
target rotation. As a consequence, the technique here discussed can be usefully
applied regardless the platforms are moving or stationary.

The target of interest (e.g. a ship) is modelled as a set of K scatterers with
position vectors in the target centred (0, XYZ) reference system, Figure 10.2, given

X

XbYb

Y

pk

Ri

LOSi
ζi

ψi

η

Zb ≡ Z

Figure 10.2 DISAR system geometry
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by pkðtÞ ¼ pk � p̂kðtÞ, k ¼ 1, . . . , K, where the vector length pk ¼ kpkðtÞk is con-
stant, while the unit vector p̂kðtÞ changes with time due to rotation motions. The
same kth scatterer in a reference system integral with the target, (0, XbYbZb) in
Figure 10.2, is described by a fully constant position vector pb

k with unit vector p̂b
k.

As usual, rotation motion can be taken into account by introducing roll
(rotation around Xb axis with rate wroll), pitch (around Yb with rate wpitch) and yaw
(rotation around Zb with rate wyaw). At the generic time instant, the unit vector p̂kðtÞ
can thus be written as

p̂kðtÞ ¼ MhðtÞMyawðtÞMpitchðtÞMrollðtÞ
� �

p̂b
k (10.1)

where Mh, Myaw, Mpitch and Mroll are the rotation matrices changing with time and
accounting, respectively, for heading (angle h in Figure 10.2), yaw, pitch and roll
angles [35].

The sketch in Figure 10.2 also defines the position vector Ri of the ith plat-
form, i ¼ 1, . . . , S (more precisely of the phase centre of the corresponding
antenna): as for the target, the platform position vector Ri ¼ Ri � r̂i is written by
means of its unit vector r̂i ¼Ri=Ri:

r̂i ¼ cos yið Þsin zið Þ; �cos yið Þcos zið Þ; sin yið Þ½ �T (10.2)

where zi and yi are, respectively, the aspect and grazing angle identifying the line
of sight (LOS) of sensor i (Figure 10.2) and any dependence on time t has been
neglected assuming the translation motion already compensated.

To account for each acquisition with transmission (TX) from system i and
reception (RX) from system j, the concept of equivalent sensor n can be introduced.
Among all the acquisitions performed by the S systems in the formation, monostatic
acquisitions are linked to real sensors, while each bistatic acquisition can be
associated to a fictitious equivalent sensor: therefore, it can be stated that a
formation of S active and passive radar systems leads to a formation of N � S
equivalent sensors, where N accounts for the number of possible TX/RX couples.
Each equivalent sensor n can be geometrically identified in the (0, XYZ) reference
system using the following quantities:

xn ¼ yi þ yj

2
; cn ¼ yi � yj

2
; an ¼ zi þ zj

2
; bn ¼ zi � zj

2
;

Rn ¼ Ri þ Rj

2
r̂n ¼ r̂i þ r̂j

2

(10.3)

where an and xn represent, respectively, the aspect and the grazing angles of the
equivalent sensor n, while bn and cn are the bistatic angles in aspect and grazing,
respectively, arising if in the TX/RX couple i/j the transmitting sensor i is different
from the receiving sensor j. Rn is the equivalent monostatic distance associated to
the equivalent sensor, whose position is defined by the vector r̂n. We notice
explicitly that for monostatic acquisitions we have I ¼ j, so that the sum of the unit
vectors r̂n ¼ r̂i. In contrast, in the bistatic case (namely i 6¼ j), r̂n is not strictly a
unit vector.
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The joint exploitation of the signals acquired by the N equivalent sensors in the
formation also requires the choice of a reference LOS, hereafter called ‘Distributed
LOS (DLOS)’, to identify the point of view of the corresponding DISAR image.
The DLOS is here determined according to an aspect-related angle ad and a grazing-
related angle xd which are the average of the an and xn angles (n ¼ 1, . . . , N),
respectively; correspondingly, the left handed (O,HRV) reference system related to
the DLOS is defined (Figure 10.3(a)), [5], where R axis represents the DLOS
direction, H axis is normal to R axis and belongs to the (X,Y) plane and, finally,
V axis is normal to the (R,H) plane. The motion characteristics of the target can be
then described in this last reference system leading to the definition of the effective
rotation vector wE ¼ [wh, 0, wv] as the projection on the H-V plane of the rotation
vector w describing the motion of the target, being wh and wv its horizontal and
vertical components (Figure 10.3(b)). Rotation around R axis is not considered
since, at least to first order, it does not contribute to the phase history of the generic
target scatterer.

Since to first order the image formation in the Doppler/cross-range domain is
provided by means of wE, a generic 3D motion can be represented by an equivalent
1D motion in a reference system where wE represents one of the axes; therefore, we
can refer to a new reference system, hereafter called (0, XEYEZE), where the ver-
tical axis ZE is set to be co-incident with the effective rotation axis (i.e. the unit
vector associated to wE) so that the target can be thought as interested by an

‘equivalent yaw motion’ with angular velocity weff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w2

h þ w2
v

q
. Transformation

from HRV to XEYEZE system (Figure 10.3(b)) can be accomplished through a
clockwise rotation of the HRV system by an angle d around the R axis, where
d ¼ tan�1 wh=wvð Þ. In this reference, (XE,YE) represents the image plane being XE

the cross-range axis. It has to be underlined that if the sensors in the formation are
displaced in the XEYE plane, the formation can be considered ideal in terms of
distributed processing (as it will be shown in the following section). Here we want
to highlight a couple of specific sensors’ alignments that will be largely considered
in the following. In the case of a dominant vertical motion (wh ¼ 0), the XEYE

DLOS

Z

X

Y

DLOS

αd

ξd

V

H

R
(a)

R = YE

V

H

ωE = ZE

XE
ωhωv δ

(b)

Figure 10.3 Change of reference systems (a) from XYZ to HRV and (b) from HRV
to XEYEZE. �[2012] IET. Reprinted, with permission, from [33]
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plane corresponds to the HR plane and the ideal sensor formation is referred to as
Multi-Aspect (MA), Figure 10.4(a), with the sensors in the XY plane and observing
the target with different aspect angles an but with null grazing angles (xn ¼ 0 8n).
The opposite case is represented by a target mainly undergoing horizontal motion
(wv ¼ 0): in that case, the XEYE plane corresponds to the VR plane and the sensors
are ideally displaced in the XZ plane having null aspect (an ¼ 0 8n) but different
grazing angles xn, and the formation is referred to as Multi-Grazing (MG),
Figure 10.4(b).

The cross-range resolution of the DISAR image is achieved exploiting the
global change of the view angle as defined in the XEYE plane (Figure 10.5(a)). For
each LOSn, we can define the orthogonal projection on the XEYE plane LOS?E

n
described by the aspect angle aE

n : The global change of the view angle for the kth
scatterer, observed by sensors n and n � 1, is thus given by:

DaE;ðn;n�1Þ
eff ¼ weff T þ aE

n�1 � aE
n (10.4)
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Figure 10.4 Multi-aspect (a) and multi-grazing (b) formations. �[2012] IET.
Reprinted, with permission, from [33]
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of the formation and (b) detail for the bistatic and MIMO case with
S ¼ 2. (b) �[2010] IEEE. Reprinted, with permission, from [26]
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where T is the time aperture corresponding to the CPI associated to each
acquisition.

Therefore, by considering all the N equivalent sensors, the global change of the
view angle is written as follows:

DaE;ðNÞ
eff ¼

XN

n¼2

DaE;ðn;n�1Þ
eff ¼ weff T þ aE

1 � aE
N (10.5)

and the achievable cross-range resolution is

DcrðNÞ ¼ l
2DaE;ðNÞ

eff

(10.6)

leading to an ideal cross-range resolution improvement with respect to the single-
sensor case

g ¼ DaE;ðNÞ
eff

weff T
¼ 1 þ aE

1 � aE
N

� �
weff T

(10.7)

Particularly, Figure 10.5(a) shows the variation of the aspect angle aE
n for the dif-

ferent sensors in the formation, while Figure 10.5(b) details the case of two flying
platforms (S ¼ 2) for both multistatic and MIMO cases. From Figure 10.5(a), it is
easy to observe that the synthesis of the global aperture (black line in Figure 10.5(a))
is possible if and only if there is a super-position between subsequent angular
coverages (coloured lines in Figure 10.5(a)), namely, it is necessary to guarantee
the absence of gaps in the overall observation (even if specific techniques could be
considered to cope with the presence of gaps); this implies an upper bound in
the allowed angular separation between the adjacent equivalent sensors, that is
0 � aE

n�1 � aE
n � weff T . It is clear that when the equivalent sensors are maximally

separated in angle, that is when aE
n�1 � aE

n ¼ weff T 8n, the maximum improvement
g¼ N is obtained.

Figure 10.5(b) details the case of a formation of two platforms (S ¼ 2). In the
basic multistatic case, a single sensor (SS) transmits and both sensors in the
formation receive, giving rise to a monostatic and a bistatic acquisition corre-
sponding to a couple of equivalent sensors (N ¼ 2) associated to the couple of view
angles aE

n and aE
nþ1. In this case, the maximum increase in observation angle is

directly of a factor g¼ N ¼ 2, which is easily obtained from (10.7) by setting
aE

n � aE
nþ1 ¼ weff T for the equivalent sensors. The basic MIMO case, where two

transmit–receive platforms are used (S ¼ 2), gives rise to a total of three equivalent
sensors (N ¼ 3), corresponding to two monostatic acquisitions and to one bistatic
acquisition. This case is modelled by the two angles of view of the two monostatic
radar sensors, aE

n�1 and aE
nþ1, and by their central angle aE

n ¼ ðaE
n�1 þ aE

nþ1Þ=2.
In this case, the maximum increase in observation angle is directly of a factor
g¼ N¼ 3, which is easily obtained from (10.7) by setting aE

n�1 � aE
nþ1 ¼ 2weff T

for the real sensors.
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10.2.2 MIMO ISAR formations configuration
As is apparent, the MIMO configuration is an especially interesting case, since it
seems to actually allow reaching an improvement in cross-range resolution greater
than the number of available platforms. This is possible because the number of
equivalent sensors N is generally greater than the number of real sensors S and is
obtained by using both the monostatic and the bistatic acquisitions, provided that
adequate orthogonal waveforms are exploited. The optimization of the positions of
a set of MIMO sensors to provide maximum angular coverage without gaps has
been considered for obtaining synthetic aperture images in [36]. For small number
of real sensors S and referring to the ideal formation, Table 10.1 reports the number
of effective sensors N available for a continuous aperture without gaps.

To obtain the largest possible contiguous global view angle DaE;ðNÞ
eff ¼ N weff T ,

using the S sensors for the MIMO ISAR application, it is necessary to appropriately
displace the real sensors. In particular, the angular displacement required between
each couple of adjacent real sensors is reported in the third column of Table 10.1,
expressed in integer numbers of weff Tð Þ. This derives from the direct application of
the results of [36] to the MIMO ISAR case. As an example, to obtain the global

effective angular spacing of DaE;ð9Þ
eff ¼ 9 weff T for the MIMO ISAR with S ¼ 4 real

sensors, the angular spacing must be assigned as follows: 2 weff T between sensors
#1–#2 and sensors #3–#4, and 4 weff T between sensors #2 and #3. Figure 10.6
shows the map of real and virtual apertures for MIMO DISAR using the

Table 10.1 Optimized MIMO configurations. �[2010] IEEE.
Reprinted, with permission, from [26]

S N Sequence of angular spacing N/S

2 3 2 1.5
3 5 2,2 1.6667
4 9 2,4,2 2.2500
5 13 2,4,4,2 2.6000
6 17 2,4,4,4,2 2.8333
7 21 2,4,4,4,4,2

2,2,6,6,2,2
3.0000

8 27 2,2,6,6,6,2,2
2,4,2,10,2,4,2

3.3750

9 33 2,2,6,6,6,6,2,2 3.6667
10 41 2,4,2,10,4,10,2,4,2 4.1000
11 45 2,2,2,8,8,8,8,2,2,2

2,2,6,4,8,8,4,6,2,2
2,2,6,6,6,6,6,6,2,2

2,4,2,10,4,4,10,2,4,2

4.0909

12 55 2,4,4,2,14,2,14,2,4,4,2
2,4,2,10,4,10,4,10,2,4,2

4.5833

13 65 2,4,2,10,4,10,10,4,10,2,4,2 5.0000
14 73 2,4,2,10,4,10,8,10,4,10,2,4,2 5.2143
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configurations in Table 10.1 for the cases (S ¼ 2, N ¼ 3) and (S ¼ 3, N ¼ 5).
In particular, the grey and the blue rectangles, respectively, represent the real and
the fictitious angular apertures used in the distributed configuration, where the term
‘real aperture’ indicates the equivalent aperture for the sensors operating in mono-
static configuration, whereas ‘fictitious aperture’ corresponds to bistatic config-
urations based on different transmit and receive real sensors. Correspondingly, in
Figure 10.7, the maximum value of g is shown for both the multistatic and the

(S = 3 / N = 5)

(S = 2 / N = 3)

∆αeff
E,(5) = 5ωeffT

∆αeff
E,(3) = 3ωeffT

Figure 10.6 Map of real and virtual apertures (angles of view) for MIMO
distributed ISAR for (S ¼ 2, N ¼ 3) and (S ¼ 3, N ¼ 5)
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Figure 10.7 Maximum value of cross-range resolution improvement g in the
multistatic and MIMO cases. �[2010] IEEE. Reprinted, with
permission, from [26]
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MIMO distributed ISAR. As it is apparent, in the multistatic case, the maximum
achievable cross-range resolution improvement g increases linearly with the
number of platforms S, since N ¼ S. In the MIMO case, the maximum g can be
considerably higher than the number of platforms S, since the gain N of the MIMO
configuration, that is the number of equivalent sensors considered, increases as the
number of platforms increases. The quantification of the improvement made
available by the MIMO configuration with respect to the multistatic configuration
is provided by the ratio N/S that is reported in the last column of Table 10.1.
As apparent for larger values of S, the improvement increases.

A comment on the target electromagnetic behaviour is in order, since we have
assumed in the derivation above that all the scatterers in the image behave as
perfect ideal point scatterers showing the same amplitude and phase during the
aperture time T for all monostatic and bistatic observation angles. A number of
studies have addressed this point in detail with specific attention at the differences
between monostatic and bistatic scattering, among which for example [37,38]. As
apparent, this hypothesis is not always verified, especially when operating at high
resolution and experiencing a wide change in the view angle. However, in our case,
we aim at reaching moderate resolutions (the aim is just to compensate for a low
sea state, remaining typically at resolutions much larger than the wavelength,
and not to obtain extremely high resolutions), so that the change in the bistatic
angle is quite limited over the set of N acquisitions (certainly smaller than DaE;ðNÞ

eff ).
For example, in a typical application in X-band, even looking for a fairly high
resolution of 0.5 m, the upper bound of the bistatic angle would be 0.03 radians. In
such a case, even for complex targets such as ships, aircrafts or ground vehicles, we
can assume to be in the pseudo-monostatic RCS (radar cross-section) region, [39].
Under this hypothesis, the bistatic RCS of the target can be assumed equal to the
monostatic RCS measured on the bisector on the bistatic angle. Obviously, a
moderate degradation of the image quality will be present if the operative condi-
tions do not comply with the previous assumptions (namely in presence of a wide
change in the view angle).

10.3 Distributed ISAR point spread function

In this section, the DPSF is first analytically derived (Section 10.3.1); theoretical
achievable performance is then investigated in Section 10.3.2, while experimental
validation of theoretical results by means of experimental DISAR data is reported
in Section 10.3.

10.3.1 Theoretical DISAR PSF
Using the sensors’ position vectors and all the angles defined in the above section,
recalling that the apex E states that the corresponding quantities are defined in the
XEYEZE reference system linked to the effective rotation vector of the target, and
assuming that the platform distance is much larger than the target size (namely
Ri � pk for i ¼ 1, . . . , S, k ¼ 1, . . . , K so that Ri � pk tð Þj j � Ri � r̂i�pk tð Þ, [2]),
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the signal received by the nth equivalent sensor from the kth scatterer can be
modelled as

sk; nðtÞ ¼ e�j 4p
l Rn� rE

n �pE
k tð Þð Þ½ �rectT tð Þ: (10.8)

where pE
k tð Þ is the position vector of the kth scatterer in the XEYEZE reference

system written as

pE
kðtÞ ¼ pk

cos qE
k � weff t

� � � sin fE
k

� �
sin qE

k � weff t
� � � sin fE

k

� �
cos fE

k

� �
2
64

3
75 (10.9)

where qE
k and fE

k are the azimuth and elevation angles measured, respectively, from
XE and ZE axes and the ‘unit vector’ rE

n

rE
n ¼ rE

i þ rE
j

2

¼
cos xE

n

� �
cos cE

n

� �
sin aE

n

� �
cos bE

n

� �� sin xE
n

� �
sin cE

n

� �
cos aE

n

� �
sin bE

n

� �
�cos xE

n

� �
cos cE

n

� �
cos aE

n

� �
cos bE

n

� �� sin xE
n

� �
sin cE

n

� �
sin aE

n

� �
sin bE

n

� �
sin xE

n

� �
cos cE

n

� �
2
664

3
775

(10.10)

is the above equation obtained from (10.2) and (10.3) expressed in the equivalent
reference system.

From (10.8) and (10.9), we notice that the variations of the phase depend on
both the horizontal and vertical components of the motion through the parameter
weff . The expression in (10.8) can be rewritten, using a MacLaurin expansion
truncated at first order of the distance rE

n � pE
k tð Þ� �

, as

sk;nðtÞ � e�j 4p
l Rn� rE

n �pE
k 0ð Þð Þ½ � � e j2pf k;n

d trectT tð Þ; (10.11)

where

f k;n
d ¼ 1

2p
d

dt

4p
l

rE
n � pE

k tð Þ� �� �					
t¼0

(10.12)

is defined as the Doppler frequency of the kth scatterer of the target as viewed by
the nth equivalent sensor.

The above echo model for the distributed signal is the basis to analytically
derive the DPSF and to develop a proper processing technique able to provide the
increased cross-range resolution. A diagram showing the principle highlighting
the main slow-time/cross-range processing steps required to coherently combine
the signals to obtain the improved cross-range resolution is sketched in Figure 10.8.
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Slow-time/cross-range processing comprises five main steps:

1. Time selection which is needed when the observations from the different
sensors are partially overlapped. This operation reduces the acquisition
time for the individual sensor, discarding a part of the acquired data from
time interval T down to Tn. The new instant of centre aperture is defined as
DTn [26].

2. Fourier transform which allows to go into the Doppler/cross-range domain and
to obtain N low resolution images.

3. Interpolation which sets the same IPP for the N low-resolution focused images,
being the same scatterer re-aligned on the same Doppler frequency f k

d , that can
be expressed as in (10.12) for the DLOS in the formation whose position is
identified by the aspect angle aE

d ¼ 0 and the grazing angle xE
d ¼ 0.
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compensation is not shown. �[2012] IET. Reprinted, with
permission, from [33]
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4. Phase alignment which compensates the different phase terms depending on
Rn due to the different slant-range distances of the N equivalent sensors to the
scene centre.

5. Coherent combination which consists of three operations. The first is per-
formed by multiplying each low-resolution image by a phase term corre-
sponding to an appropriate time shift tn to align the time selected acquisitions,
as the corresponding data were acquired by a single monostatic equivalent
sensor. The obtained images (In( f ), n ¼ 1, . . . ,N) are then aligned in phase
through a phase compensation procedure (Figure 10.8(b)) and finally are
coherently summed to obtain the distributed ISAR image with improved cross-
range resolution.

Applying the processing in Figure 10.8(a) with parameters matched to the whole
3D motion of the target, the following expression can be obtained for In( f ) image
n ¼ 1, . . . , N:

I nð f Þ ¼ Kk; n � Tn � sinc p f � f k
d

� �
Tn

� � � e�j2p f �f k
dð Þ tn�Dtnð Þ (10.13)

where Kk,n represents a phase term depending on both the considered equivalent
sensor (n) and the considered scatterer (k). It could be proven that when all the
equivalent sensors are located on the (XE,YE) plane (ideal formation) then Kk,n : Kk

and, thus, the images can be directly combined to get the final image, i.e. skipping
the cross-range strip-by-strip phase compensation. In contrast, in all other cases, the
change of Kk,n with the considered sensor has to be properly taken into account:
directly summing the In images without a prior phase alignment would prevent the
achievement of the DPSF with the desired characteristics. Moreover, this effect is
spatially variant: scatterers belonging to the IPP (i.e. fE

k ¼ p=2) will be almost
ideally focused, while scatterers outside the IPP (fE

k 6¼ p=2) will suffer a degra-
dation depending on their position.

Phase alignment is obtained via the procedure in Figure 10.8(b) aimed at
assuring phase continuity between adjacent acquisitions: this procedure works
adaptively on the low resolution images In without requiring the knowledge of the
3D shape of the target. For each Doppler frequency fi (for each Doppler/cross-range
bin in the image):

1. the corresponding sub-images are extracted by multiplying images In n¼ 1, . . . , N
by a window function Wi( f ) of size w centred around fi;

2. the phase difference between adjacent observations Di
n;nþ1is estimated by

evaluating the scalar product between the corresponding sub-images and by
extracting the phase [40];

3. the phase compensation term is obtained as Cn;i ¼ exp �j
Pn

m¼1 D
i
m�1;m


 �
being Di

0;1 ¼ 0 and applied.

The phase compensation procedure provides the sequence of phase aligned images,
I 0nð f Þ ¼ Inð f Þ Kn;k¼K

		 , available for the coherent combination. Therefore, under the
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assumption of equal acquisition time T and angular spacing DaE ¼ aE
n�1 � aE

n
between the equivalent sensors in XEYEZE, the DPSF can be computed as

Ið f Þ ¼
XN

n¼1

I 0n fð Þ ¼ K
N � 1ð ÞDaE

weff
þ T

� �
sinc p f � f k

d

� � N � 1ð ÞDaE

weff
þ T

� � �
(10.14)

with a cross-range/Doppler resolution improvement equal to

g ¼ N � 1ð ÞDaE

weff T
þ 1 (10.15)

as expected from (10.7) and with also a corresponding peak gain due to the
coherent integration of the signals acquired from the sensors in the formation. It is
worth noting that Equation (10.14) represents the exact DPSF when an ideal for-
mation is involved, while it represents an approximated solution for the other cases
valid under the assumption of a correct phase alignment.

10.3.2 Theoretical performance analysis
To confirm and validate the proposed DPSF analysis, a comparison between the
theoretical DPSF characteristics and the output of the elaboration over synthetic
data is presented. For the following analysis, we have considered a wavelength of
3 cm, a PRF of 1,000 Hz and an integration time T ¼ 0.16 s, corresponding to a
single-sensor Doppler resolution of 6.25 Hz. The approach is tested on a simulated
point-like scatterer of a ship target (a scatterer located on the mast, [23.39, 0, 30.25]
m, or in proximity to the bow, [71.33, 0, 3.213] m) generically interested by a 3D
rotational motion.

The cases considered in the simulations differ in terms of target motion
characteristics and geometry of acquisition of the formation. The specific motion
parameters are listed in Table 10.2: six different study cases labelled as A . . . F
are considered. The formation comprises two systems: at least one among them
is active and eventually able to receive and separate also the echo from the

Table 10.2 Simulated study cases description

Simulation Description

A Vertical motion: wh ¼ 0.0000 deg/s, wv ¼ 2.4544 deg/s
B Main vertical, low horizontal motion: wh ¼ 0.0286 deg/s, wv ¼ 2.4544 deg/s
C Main vertical, high horizontal motion: wh ¼ 0.8577 deg/s, wv ¼ 2.4544 deg/s
D 	Horizontal motion: wh ¼ 2.1441 deg/s, wv ¼ 0.0050 deg/s
E Main horizontal, low vertical motion: wh ¼ 2.1441 deg/s, wv ¼ 0.0281 deg/s
F Main horizontal, high vertical motion: wh ¼ 2.1441 deg/s, wv ¼ 0.6268 deg/s
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transmission of other active systems. In particular, if the second system is a
receiving-only device, the bistatic DISAR is investigated, while if it is active the
MIMO DISAR is tested. Each one of the motion study cases would require a
different ideal alignment of the sensors in the formation: particularly in the A
case, the ideal formation is multi-aspect, in the D case, the ideal formation is
multi-grazing, finally, in the cases B/C and E/F projections of the MA and MG
formations, respectively, on the plane orthogonal to the effective rotation vector
should be considered. In all cases, the two platforms are located at a distance of
30 km from the target with an angular separation between sensors such that a
maximum resolution improvement with respect to the SS case is expected after
the DISAR processing, specifically g¼ 2 in the bistatic case and g¼ 3 in the
MIMO case.

With reference to the mast scatterer, Figure 10.9(a) and (b) shows for the
motion conditions A, C and D, F respectively the DPSF achieved without the cross-
range strip-by-strip phase compensation step if considering the sensors displaced
according the correspondent ideal formation. This analysis allows us to prove the
ability of the DISAR at achieving the theoretical expected cross-range resolution
improvement when ideal formations are involved. As is apparent, they are achieved
with respect to the SS case (black lines), both in the bistatic case (red lines) and in
the MIMO case (blue lines).

Figure 10.10 shows for the same motion characteristics of Figure 10.9,
the DISAR PSFs forcing the formation to be MA (Figure 10.10(a)) and MG
(Figure 10.10(b)): as is apparent, there is a very good agreement between the output
of the whole procedure comprising the cross-range strip-by-strip phase compen-
sation (red and green lines) and what one would achieve without this last ela-
boration step but considering the ideal formations (blue and black curves). Indeed,
only slight differences in the sidelobe region are experienced, that would be greatly
mitigated if narrower angular differences were considered between the sensors in
the formation.
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Figure 10.9 DPSFs for the mast scatterer with ideal formations in the dominant
(a) vertical motion and (b) horizontal motion cases
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Finally, Figure 10.11 shows the spatially variant characteristics before the
cross-range strip-by-strip phase compensation, highlighting the need of this step to
guarantee a homogeneous PSF all over the target. In Figure 10.11(a), the output
is shown for the A, B and C cases for the mast scatterer and the same MA formation
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used for Figure 10.10(a). As is apparent passing from a case where the formation
is ideally matched to the motion of the target (A, green curve) to the case were there
is a limited contribution of the horizontal motion (B, red curve) only slight effects
are experienced in the area of the sidelobes. On the other end, the DPSF completely
splits when the horizontal component of the motion increases (C, blue curve).
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Figure 10.11 Analysis of the space variant effects: DPSFs without phase
compensation for (a) mast scatterer and (b) bow scatterer
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Figure 10.11(b) shows the same analysis for bow scatterer: as it is apparent the
effect of the increasing horizontal motion component on the DPSF characteristics is
very limited. This spatially variant effect derives directly from the higher impact of
pitch and roll rotations on the scatterers belonging to the mast with respect to the
ones belonging to the hull of the ship.

It has to be noticed that the coherent exploitation of the multi-sensor data
requires the synchronization among the different sensors and the knowledge of the
target rotation rate and of the acquisition geometry. The impact of synchroniza-
tion errors in multistatic imagery has been already analysed in [41] and, to solve
the problem, different synchronization schemes have been proposed and their
performance analysed in [42] or in [43]. The performance degradation arising
from errors in the knowledge of the target rotation motion and of the acquisition
geometry has been analysed in [26] in terms of cross-range resolution loss, mis-
placement of the target scatterers and decreasing of the Peak-to-Sidelobe ratio.
This analysis has demonstrated that the cross-range resolution improvement is
basically maintained under non-ideal conditions, while the performance in terms
of both the Peak-to-Sidelobe Ratio and the misplacement of the scatterers show
a limited degradation provided that the rotation rate and the acquisition geometry
are known with acceptable accuracy.

10.3.3 Experimental validation
With the aim of validating the DISAR concept and the devised processing techni-
que, an experimental campaign has been carried on: DISAR data have been
acquired in a MA multistatic configuration against a target rotating on a turntable in
an anechoic chamber at the SELEX Galileo (now Leonardo SpA) base in Caselle
(Turin, Italy).

In these experimental trials, a compact range system is used to generate a
planar wave front in the test zone. The system includes a parabolic reflector, a
system of feeds and a positioner of the target under test. The reflector is an offset
parabolic reflector P/N 5755 made by Scientific Atlanta. A spherical wavefront
from the transmitting feed located at its focus illuminates the reflector, then the
signal from the target is focused by the reflector into its focus where the
receiving feed is located. In order to build a multistatic configuration, a second
receiving feed has been added 60 cm from the first one, providing the bistatic
channel with bistatic angle b equal to 4.3
 in addition to the monostatic receiving
channel. An HP 8510C Network Analyzer has been used for the measurements
acquisition. The system transmits a stepped frequency waveform in the Ku-band
(16.5 GHz) with an equivalent overall bandwidth of 3 GHz and a frequency step
Df ¼ 3.75 MHz.

The target used for these trials is sketched in Figure 10.12. As we can see, a
cross-shaped metallic structure with 4 m-long arms supports a set of metallic
cylinders of diameter 2 cm; the heading of this structure with respect to the
direction of the incident wave can be set a priori. Finally, this target is placed
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on a turntable rotating with an angular separation burst to burst of about 0.1
.
As is apparent, the experimentation allowed us to test a specific case of our
more general problem that is an MA multistatic formation whose spatial dis-
placement is ideally matched to the target motion which is a 1D rotation around
the vertical axis. Therefore, we expect the distributed technique to provide
nearly ideal results in terms of achievable cross-range resolution improvement
and PSF even without the implementation of the cross-range strip-by-strip phase
compensation.

(a)

Metallic cylinder
(diameter: 2 cm)

Rotation
centre

Incident wave

1.45 m

0.7 m
2 m

(b)

Figure 10.12 Target: (a) real structure and (b) scheme. (a) Courtesy of Selex
Galileo (now Leonardo SpA). (b) �[2011] IEEE. Reprinted,
with permission, from [32]
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The processing of these acquired data aims at proving the capability of
the distributed system to provide an ISAR product with increased cross-range
resolution. In order to achieve the maximum improvement, data acquired over an
observation angle equal to b/2 are separately selected at each receiving channel:
therefore, for a carrier frequency of 16.5 GHz, in the DISAR image, we expect a
cross-range resolution Drcr

(2) ¼ l/(2b) nearly equal to 12 cm. Moreover, only a
portion (1.24 GHz) of the available bandwidth is considered to show a DISAR
image with a square resolution cell and the initial heading of the target structure is
set to 22.5
. Figure 10.13 shows the obtained images for conventional ISAR (both
monostatic and bistatic channels) with Drcr ¼ 0.24 m and multistatic (S ¼ 2)
DISAR case with Drcr

(2) ¼ 0.12 m; the comparison of the cross-range PSFs is
reported in Figure 10.13(d) showing a very good agreement between theoretical
and experimental results. Results concerning extended targets will be shown in
Section 10.4.3.
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Figure 10.13 Normalized images – (a) monostatic (12 � 24) cm2; (b) bistatic
(12 � 24) cm2; (c) distributed (12 � 12) cm2; (d) cross-range
cut at sr ¼ 0 m. �[2011] IEEE. Reprinted, with permission,
from [32]
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10.4 Distributed ISAR image formation

The focusing of a target image with improved cross-range resolution from dis-
tributed ISAR data obviously requires an ad hoc bi-dimensional (2D) processing
technique able to properly combine the radar signals acquired from the multiple
sensors. The 1D (azimuth) processing chain in Figure 10.8 assumes the avail-
ability of the azimuth history of the same range bin from the multiple acquisitions
and shows the conceptual steps required to coherently combine the multi-sensor
data in order to obtain the improved cross-range resolution. However, the cor-
rection of the migration through range and Doppler resolution cells is not con-
sidered in the presented scheme, which is more a proof of principle introduced to
show the validity of the distributed ISAR concept and derive the corresponding
cross-range PSF.

The aim of this section is to describe the 2D-distributed ISAR-focusing tech-
nique that can be used to obtain the image of the target with the increased cross-
range resolution. Therefore, suitable 2D-focusing techniques for distributed ISAR
data are discussed in Section 10.4.1, the corresponding theoretical performance
(under ideal and non-ideal conditions) analysed in Section 10.4.2 and, finally, the
experimental validation is shown in Section 10.4.3.

10.4.1 DISAR focusing techniques
As is typical in ISAR imaging, we assume that chirped radar waveforms are trans-
mitted and a dechirping approach is used on reception. Therefore, the dechirping
with the corresponding deskew for each equivalent sensor is in any case the first
step of the technique.

The dechirping in range with its deskew is quite standard (see e.g. [2,44])
for the multistatic ISAR case. In contrast, in the MIMO case, the procedure is
slightly more complex, since we have to take into account the different transmitted
waveforms. Specifically, with S platforms, S almost orthogonal waveforms are
needed. For the case studies here considered S� 4 and the waveforms are selected
from the set sketched in Figure 10.14(a) showing an up-chirp, a down-chirp and
two triangular frequency modulated waveforms. The data collected by each
equivalent sensor should therefore be pre-processed according to the specific
waveform used by the corresponding transmitter: assuming that in the multistatic
case an up-chirp is used

● the dechirp and deskew step concerning sensors using an up-chirp are
unchanged with respect to the multistatic case;

● a time-reversal operation is added after dechirping and deskewing for sensors
using a down-chirp;

● the dechirp and deskew step is replaced by the processing chain in Fig-
ure 10.14(b) for those sensors using the triangular frequency modulated
waveforms: the time scale operation is required to provide an output signal
with time duration equal t (instead of t/2) as for those sensors using the up- or
down-chirp waveforms.

Multistatic and MIMO ISAR techniques 467



In any case, we can observe that also matched filtering could be used for range
compression in place of dechirping. Therefore, the processing schemes proposed
in this section can be easily generalized to cope with arbitrary orthogonal wave-
forms transmitted by a formation of S platforms (without any prior assumption
on the value of S) simply by replacing each dechirp and deskew block with the
cascade of the filter matched to the specific waveform used by the corresponding
transmitter and a Fourier transform in range domain.

By operating after dechirping and deskew, two different approaches can be
followed to obtain a full 2D-distributed ISAR scheme:

● Centralized technique for distributed ISAR focusing (CT-DISAR): the radar
data from the N equivalent sensors must be properly pre-processed, coherently
combined and finally focused using an appropriate 2D-processing scheme.

● Decentralized technique for distributed ISAR focusing (DT-DISAR): N low
resolution ISAR images, as collected by each single equivalent sensor, are first
focused and then coherently combined to achieve the enhanced resolution
image.

The approach proposed here is a decentralized technique for multi-angle ISAR
focusing, based on a modified version of the polar format algorithm (PFA), [44].
The decentralized approach has the main advantage of providing not only the final
improved ISAR image but also the low resolution ISAR images corresponding to
the different equivalent sensors. The processing chain is shown in Figure 10.15 for
the case of N equivalent sensors. It is possible to see how the operation of the
traditional PFA-focusing algorithm is integrated with the steps needed by the dis-
tributed processing.
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Figure 10.14 (a) Waveforms (in frequency domain) for the MIMO distributed
ISAR with N ¼ 4 platforms; (b) range dechirp and deskew
processing chain for the triangular frequency modulated
waveforms. �[2010] IEEE. Reprinted, with permission, from [26]
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For each branch in the scheme (i.e. for each equivalent sensor), the processing
is organized in the following steps:

1. Fast-time compression and if needed range Fourier transform (if the fast-time
compression takes place via matched filtering instead of dechirping).

2. Modified Polar-to-Cartesian interpolation which removes the range and Dop-
pler migration from SS data (as in conventional PFA) and sets the same IPP for
the N low-resolution images (specific for distributed processing).

3. Range profile formation which transforms the data to the range-compressed
and azimuth-frequency domain.

At this point, the low resolution single-sensor ISAR image can be obtained
as intermediate output by applying an azimuth Fourier transform to the data
coming from step 3. The following steps refer specifically to the processing of
the multi-sensor data:

4. Time selection as explained in Section 10.3.1.
5. Azimuth Fourier transform which allows to go in Doppler/cross-range domain.
6. Phase alignment which compensates the different phase terms due to the dif-

ferent slant-range distances of the N equivalent sensors to the scene centre.
7. Coherent combination which consists of three operations, namely time align-

ment, phase alignment and coherent integration as explained in Section 10.3.1.
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Figure 10.15 Modified decentralized processing chain for D ISAR. �[2012] IET.
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In order to perform the Modified Polar-to-Cartesian interpolation the input polar
grid, Figure 10.16, must take into account the angular displacement of the data with
respect to the angle of the distributed equivalent acquisition; moreover, the output
rectangular grids must not be defined separately for all the images but they need to
be defined for all the equivalent images such that the alignment of all the output
grids (blue solid line in Figure 10.16) corresponds to the case of a monostatic
acquisition whose angular aperture is equal to the distributed equivalent aperture
(red dashed line in Figure 10.16).

10.4.2 Theoretical performance analysis
The DT-DISAR focusing technique is here applied to synthetic data from an
extended target consisting of a ship with about 500 scatterers, length 120 m and
different levels of super-structure; a top view and a side view of the model of the
target are shown in Figure 10.17. A formation of S ¼ 4 flying platforms is con-
sidered: the different analysed study cases correspond to different characteristics
of the target motion and, as a consequence, to different ideal alignments of the
platforms in the formation; the consideration of ideal alignments allows the appli-
cation of DT-DISAR without the cross-range strip-by-strip phase compensation.
As already pointed out, for the distributed configuration with two or more
active platforms to work (MIMO case), a set of ideally orthogonal waveforms is
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needed: in practice, the set of linearly modulated waveforms with bandwidth B and
pulse length t sketched in Figure 10.14(a) is exploited; this will introduce non-ideal
effects in the final image due to the presence of a floor of not compressed residual
signal. However, these disturbance effects will be presumably insufficient to
actually affect the quality of the image in terms of PSLR and slant range resolution.

In the first study case, the ship experiences a dominant yaw motion with constant
rotation rate w¼ 3.6
/s, amplitude of the sinusoidal yaw component Ay ¼ 1
 and
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Figure 10.17 (a) Top view and (b) side view of the model of the ship target.
(b) �[2011] IEEE. Reprinted, with permission, from [30]
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frequency fy ¼ 0.21 Hz. The observation time (coincident with the CPI) is 0.08 s,
PRF ¼ 250 Hz and B ¼ 300 Hz. In the conventional monostatic case the cross-
range resolution is nearly 2.1838 m, while the slant range resolution is 0.5 m. This
corresponds to a typical case, in which the slant range resolution, set as a system
parameter once the bandwidth is determined, is quite high, while the cross-range
resolution, depending on the target intrinsic motion characteristics, is poor, thus
providing a rectangular cell that can compromise the correct extraction of the
features of the target or, in the worst case, prevent the correct classification.
Figure 10.18(a) shows the ship imaged in the conventional way (SS), while in the
zoom we focus in particular on the scatterers around the point (0, 56) m in the
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Figure 10.18 First study case ISAR images: (a) Conventional ISAR (S ¼ 1) with
CPI ¼ 0.08 s and (b) DISAR in multistatic case (S ¼ 4)
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image. Figure 10.18(b) shows the output of the multistatic DISAR case with S ¼ 4
platforms, displaced according to the ideal MA alignment and spaced in order to
achieve the maximal cross-range resolution improvement, that in this case is equal
to four. It is clearly visible how the cross-range resolution improves, providing a
resolution cell that is nearly square (0.55 m � 0.5 m); the inspection of the zooms
shows how the resolution improvement allows the separation between the different
scatterers of the target.

In the second study case, the ship experiences the same motion but the CPI is
set to be half of the previous one, that is 0.04 s, leading to a cross-range resolution of
nearly 4.3675 m in the conventional case. Figure 10.19(a) shows the ship imaged in
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Figure 10.19 Second study case ISAR images: (a) Conventional ISAR (S ¼ 1) with
CPI ¼ 0.04 s and (b) DISAR in MIMO case (S ¼ 4)
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the conventional way and again in the zoom we focus on the scatterers around the
point (0, 56) m. Figure 10.19(b) shows the output of the MIMO DISAR case with
S ¼ 4 platforms, displaced according to the ideal MA alignment and spaced in order
to achieve the maximal cross-range resolution improvement, that in this case is
equal to 9. It is clearly visible how the cross-range resolution improves, implying a
resolution cell that is nearly square (0.48 m � 0.5 m); again the inspection of
the zooms shows how the resolution improvement allows the separation between
the scatterers in the image. In contrast to the multistatic case, where a single
waveform was employed, a floor of uncompressed signal is evident the MIMO case
due to the use of the four chirped waveforms in Figure 10.14(a).

From a comparison between Figure 10.18 and Figure 10.19, it is apparent how
the MIMO DISAR allows a greater improvement in cross-range resolution with
respect to the multistatic case: in particular, it allows achieving almost the same
performance of the multistatic DISAR in terms of output cross-range resolution
processing a shorter (half) time interval. This is also confirmed by the inspection of
Figure 10.20, where the cross-range cuts of a group of scatterers in the slant range
cell at 	56 m (Figure 10.20(a)) and of the fore scatterer (Figure 10.20(b)) are
shown for the monostatic case with CPI ¼ 0.04 s (black curve), the corresponding
MIMO case with four platforms (green curve) with a resolution improvement factor
equal to 9, the monostatic case with CPI ¼ 0.08 s (blue curve) and the corre-
sponding multistatic case with four platforms with a resolution improvement
factor equal to 4. In particular, Figure 10.20(a) shows how, starting from the
monostatic case where the presence of a couple of scatterers cannot be declared for
both the simulated CPIs, after DISAR both in the multistatic and the MIMO cases
two different scatterers are clearly visible. Moreover, an inspection of Figure 10.20
(b), allows us to confirm the theoretical expected values of cross-range resolution.

In the third study case, the target has only a horizontal motion described by
the following parameters: amplitude and frequency of the sinusoidal pitch motion
Ap ¼ 0.25
 and fp ¼ 0.178 Hz, respectively, amplitude and frequency of the
sinusoidal roll motion Ar ¼ 1.25
 and fr ¼ 0.091 Hz, respectively. The rotation
around the vertical axis is set to zero, to properly image only the side view
component. The used parameters are typical of low/medium sea state: to show the
effectiveness of the proposed approach, the CPI is set to 0.7 s, thus resulting in a
cross-range resolution nearly equal to 4.37 m when conventional ISAR is used.
Again the slant range resolution is set to 0.5 m. Figure 10.21 shows the side view
image of the ship target as obtained by the conventional single-channel ISAR
technique and DISAR in the multistatic and MIMO cases with S ¼ 4 platforms,
displaced according to the ideal MG alignments and spaced in order to achieve
the maximal cross-range resolution improvement: from the monostatic image in
Figure 10.21(a), we observe that it is quite impossible to recognize the side of the
ship, since cross-range resolution is poor, and there is too much disparity between
the resolutions in the range and cross-range dimensions. Results obtained
using a formation of S ¼ 4 flying platforms are shown in Figure 10.21(b) for the
multistatic case with a cross-range resolution improvement equal to four and in
Figure 10.21(c) for the MIMO case with a cross-range resolution improvement
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equal to nine. To show the effectiveness of the technique, we observe the zooms of
the images around the point in slant-range/cross-range (13.7, 4.3) m, smallest
frames in Figure 10.21, and the cross-range cuts at slant-range set nearly equal to
13.7 m, Figure 10.22(a). It is evident how the cross-range resolution improves and
therefore, moving from the conventional to the MIMO DISAR image, the scatterers
progressively separate until it is possible to recognize four distinct point scatterers.
Finally, an inspection of the cross-range cut of the isolated scatterer of the slant
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range cell 	�4 m in Figure 10.22(b) allows us to confirm the theoretical expected
values of cross-range resolution.

10.4.3 Experimental validation
From the same experimental campaign described in Section 10.3.3, some experi-
mental results are here presented obtained by applying the proposed focusing
technique to DISAR data acquired against an ATR 42 model (Figure 10.23) at
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Figure 10.22 Cross-range cut comparison between conventional ISAR and multi-
static/MIMO multi-grazing DISAR. �[2011] IEEE. Reprinted, with
permission, from [30]
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Ku-band. Such multi-sensor data acquired against a complex target can be first
exploited in order to experimentally prove the validity of the assumption of the
pseudo-monostatic RCS region. To this purpose, Figure 10.24 compares the image
resulting when an overall illumination angle equal to Q ¼ 4:3
 is selected from
the monostatic channel (Figure 10.24(a)) to the one obtained by selecting an illu-
mination angle equal to 2:15
 from the monostatic and 2:15
 from the bistatic
channel, so that a distributed overall aspect angle equal to 4:3
 is again obtained
(Figure 10.24(b)). An excellent correspondence between the two of them can be
observed: this confirms the validity of the hypotheses of coherency of the scatterers
echoes and of stability of the positions of the scattering centres in the case of
bistatic angles of the order of few degrees.

As an example, to show the effectiveness of the DISAR concept and
focusing technique, Figure 10.25 shows the conventional monostatic ISAR image
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Figure 10.23 1:20 scale ATR 42 in the anechoic chamber. Courtesy of Selex
Galileo (now Leonardo SpA)
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(Figure 10.25(a)), the bistatic ISAR image (Figure 10.25(b)) and the DISAR image
(Figure 10.25(c)) obtained by jointly exploiting both monostatic and bistatic
acquisitions. As evident by comparing these figures, the exploitation of multi-
sensor data allows the improvement of the cross-range resolution of a factor two
thus allowing the discrimination of features not appreciable in the standard single-
sensor case. These results clearly demonstrate that DISAR could be useful not only
to improve resolution (as in Figure 10.25) but also to lower the required aperture
time to achieve a desired resolution (as in Figure 10.24).

10.5 Motion estimation based on distributed ISAR data

The availability of multi-sensor (MS) data can be exploited also for target rotation
motion estimation, [10,11,16], thus leading to a complete processing chain allow-
ing the estimate of the motion and the use of this estimated information to focus the
DISAR image with enhanced resolution. To this purpose, both maximum like-
lihood (ML) and model free (based on contrast in amplitude COA and intensity COI

or entropy He) techniques have been proposed and their performance analysed in
[11,16] under many different conditions. Here, in order to clearly highlight the
advantages coming from the multiple sensors, the focus will be on the analysis of
the performance improvement with respect to the conventional single-sensor case,
[45]. To this purpose, an ideal formation is assumed and the performance in the
estimation of the effective rotation rate is compared moving from the Cramer–Rao
lower bounds reported in [11,45].

The single-sensor case results in [45] clearly highlight that the accuracy of the
estimated rotation rate depends on the target size, on the signal-to-noise ratio (SNR,
evaluated after coherent integration) and on the coherent processing interval (and thus
on the cross-range resolution). Figure 10.26(a) shows the minimum target size versus
SNR required to achieve a normalized accuracy below 30% (in blue), 20% (in red)
and 10% (in green) for different values of the cross-range resolution when the target
consists of just a single scatterer. It is apparent that for medium/low values of SNR to
obtain acceptable performance, we need targets with large dimension or a high value
of time aperture (cross-range resolution). When these assumptions fail, possible
alternative approaches can be constituted by ad hoc techniques properly developed for
specific kinds of target incorporating some a priori knowledge of the target structure,
see for example [5], or by multi-sensor techniques exploiting the data acquired by
multiple radar systems. Considering this second option, Figure 10.26(b) compares
performance achievable with the SS to that achievable by a MIMO formation with
S ¼ 2 (N ¼ 3), angular separation between the two platforms 5
 and coherent pro-
cessing interval set so that the conventional single-sensor ISAR images have cross-
range resolution equal to 50 cm for the same kind of target used for Figure 10.26(a).
For a fair comparison, SS, MS and SSav (separate exploitation and average over the
sensors in the formation) cases have been considered.

Different colours represent different SNR values, while different symbols refer
to the different estimation approaches. As it is apparent, the normalized accuracy
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improves as the target size (i.e. scatterer distance from fulcrum) increases; more-
over, fixing the size, the error decreases when SNR increases. It is also visible how
the MS approach outperforms SS/SSav techniques, implying that, for a specific
SNR, a given normalized accuracy can be achieved with targets of considerably
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SNR values. (b)�[2012] IEEE. Reprinted, with permission, from [11]

Multistatic and MIMO ISAR techniques 481



smaller size moving from SS, SSav to the MS case, thus allowing to go beyond
SS limits.

Such performance improvement of the MS over the SS case theoretically
quantified by means of the Cramer–Rao lower bound can be also experimentally
observed again referring to the data acquired in the experimental campaign pre-
viously described. As an example, some results concerning the ATR42
(Section 10.4.3) are reported in the following.

An overall angle interval of about 1.74
 has been considered from the mono-
static and the bistatic channels (to have 30 cm cross-range resolution), being the
bistatic angle equal to 4.3
, as in the previous analysis. For the estimation process,
the range cell containing the scatter corresponding to the nose of the aircraft has
been selected and ML, COA, COI and He techniques for the SS, SSav and MS
estimation techniques have been applied, [11,16]. Results, in terms of normalized
estimation error, are reported in Table 10.3. From this table, it can be seen the
ineffectiveness of the SS and SSav techniques due to the small overall angular
aperture and the limited target size, while the use of just two sensors allows to
recover good performance, thus enabling the achievement of focused and properly
scaled images.

10.6 Conclusion

The focus of the chapter has been on multi-sensor ISAR systems for target imaging
with enhanced quality. Particularly, the distributed ISAR concept has been pre-
sented in order to exploit the data acquired by multiple radar systems carried by
multiple air platforms to increase the cross-range resolution of ISAR images. The
distributed ISAR technique has been devised for the two different multistatic and
MIMO cases that correspond to potential application scenarios for which this
technique is especially suitable. Having in mind the application of ship-target
imaging in the presence of very limited rotation (low sea state), the multistatic case
corresponds to the use of a hovering helicopter (which can also act as a stand-off
platform) and a set of UAV (with receiving only sensors) flying appropriately in
formation, while the MIMO case can correspond for example to the use of a set of
helicopters (with transmit and receive devices).

Table 10.3 Normalized estimation error for the aircraft
model [%]. �[2012] IEEE. Reprinted, with
permission, from [11]

SS SSav MS (aAB ¼ 4.3
)

ML 116.00 32.14 7.74
COA 128.00 82.13 �4.16
COI 123.80 53.56 1.19
He 127.40 61.30 �6.55
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The improvement of the cross-range resolution that can be offered using
multiple sensors has been quantified. In particular, it has been shown that this
improvement in the multistatic case is upper limited by the number of real sensors
in the formation, while in the MIMO case, higher improvements are possible by
jointly exploiting monostatic and bistatic acquisitions. The required processing
techniques have been presented and the corresponding performance theoretically
evaluated and experimentally validated. Finally, the exploitation of the multi-
sensor data for motion estimation purposes has been discussed showing that the
multiple observations could allow to overcome some of the basic limitations of
conventional single-channel techniques. The achievable ISAR products with
enhanced quality, in terms of cross-range resolution and scaling, could be fruitfully
exploited by automatic classification/recognition procedures for surveillance and
monitoring applications.
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Glossary

1D one dimensional

2D two dimensional

3D three dimensional

COA contrast in amplitude

COI contrast in intensity

CPI coherent processing Interval

CT-DISAR centralized technique for distributed ISAR

DISAR distributed inverse synthetic aperture radar

DLOS distributed line of sight

DPSF distributed point spread function

DT-DISAR decentralized technique for distributed ISAR

FFT fast Fourier transform

H horizontal

He entropy
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IPP image projection plane

ISAR inverse synthetic aperture radar

LOS line of sight

MA multi-aspect

MG multi-grazing

MIMO multiple input multiple output

ML maximum likelihood

MS multi-sensor

NCTR non-cooperative target recognition

PFA polar format algorithm

PRF pulse repetition frequency

PSF point spread function

PSLR peak-to-side-lobe ratio

R radial

RCS radar cross-section

RF radio frequency

RX reception, receiver

SNR signal-to-noise ratio

SS single sensor

SSav single-sensor averaged

TX transmission, transmitter

UAV unmanned aerial vehicle

V vertical
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Chapter 11

Focussing moving objects using
the VSAR algorithm

Luke Rosenberg1, Mark Sletten2

and Jakov Toporkov2

Abstract

Imaging of moving scatterers in a synthetic aperture radar (SAR) image is a
challenging problem as targets will both smear and be displaced in azimuth. One
technique which overcomes this limitation is the velocity SAR (VSAR) algorithm
which was originally proposed by Friedlander and Porat in 1997. This technique
provides the full Doppler spectrum at each and every pixel of a SAR image, which
then allows for correction of the distortion caused by the radial motion. This
chapter describes the signal processing of the VSAR algorithm and presents the
first experimental results using both land and airborne multi-channel radar systems
developed by the US Naval Research Laboratory (NRL). These examples demon-
strate the VSAR correction for a variety of moving backscatter sources, including
automobiles, ships, shoaling ocean waves and tidal currents. Two further applica-
tions of VSAR are also briefly covered in the chapter. These being the application
to target detection and velocity inverse SAR.

11.1 Introduction

High fidelity imaging of moving targets is a well-known challenge for synthetic
aperture radar (SAR), especially in ocean environments. Standard SAR processing
methods assume the entire scene is stationary, and interpret the Doppler histories in
the data accordingly. Any Doppler shifts introduced by target or scene motion will
be misinterpreted and the corresponding backscatter will be displaced in the image.
The classic example of this is the ‘train-off-the-track’, in which the signature of a
range-travelling train appears displaced from the signature of the track upon which
it is running. In addition, any along-track velocity component causes the target to

1Defence Science and Technology Group, Australia
2Remote Sensing Division, Naval Research Laboratory, USA



smear out due to a Doppler rate mismatch in the image formation process. More
serious distortions can occur when vessels are moving on a dynamic ocean surface.
Due to the roll, pitch and yaw motions induced by the waves, different parts of the
vessel will have different velocities relative to the radar platform, and consequently
the vessel’s signature will be smeared as well as displaced. Image formation
requires coherent integration over a period of seconds, and the orbital velocity and
acceleration associated with the motion of water particles can cause smearing and a
loss of azimuth resolution or it can result in wavelike patterns [1,2]. This latter
effect is known as ‘velocity bunching’ and will cause a non-uniform azimuth
displacement of the scatterers in the SAR image.

There are a number of techniques for ground based moving target indication
(GMTI) which utilise multiple-aperture SAR (MSAR) for detecting moving targets,
estimating their velocities and then correcting their positions within a SAR image
[3–7]. The apertures in these systems are arranged along the flight axis to provide
measurements of the scene at slightly different times but from the same vantage
point in space, thereby allowing separation of the scene motion from that of the
SAR platform. However, the techniques in [3–7] assume the clutter is stationary,
and have limited applicability to ocean environments where a wide range of
velocity components are present.

One technique which overcomes this limitation is the VSAR algorithm ori-
ginally proposed by Friedlander and Porat [8,9] and described in Section 11.2. This
technique provides the full Doppler spectrum at each and every pixel of a SAR
image by means of a fast Fourier transform (FFT) down a ‘time stack’ of co-located
images. Each image in this time stack is formed through standard SAR processing
of data collected by a different phase centre. Given the along-track spacing between
the phase centres and the aircraft’s along-track motion, these images can be
adjusted to have slightly different collection times, but a common collection loca-
tion in space. Thus, the phase progression through the stack at any given pixel is
related to radial motion in the scene at that pixel. The FFT provides a measure of
the backscatter velocities present in each pixel by transforming the time stack into a
‘velocity stack’, in which each image corresponds to a different radial velocity. If
the backscatter in a given pixel is generated by multiple scatterers moving at dif-
ferent speeds, the Doppler spectrum of that pixel will exhibit multiple peaks, and
thus energy will be found in multiple velocity images. This is in contrast to stan-
dard along-track interferometric SAR (ATI-SAR), in which a pair of co-located
images provides a single velocity estimate at each pixel, namely the pixel’s Dop-
pler centroid [10]. While providing more detailed velocity information than ATI-
SAR processing, VSAR’s full motion spectrum can also be used to perform a much
more accurate correction of distortions induced by the scene motion [11].

Clearly VSAR could be used for GMTI purposes as it is able to distinguish
targets moving at different radial velocities. However, the focus of this chapter is
the application of VSAR for the imaging of moving targets in a SAR scene and is
demonstrated using two experimental radar systems. The first system is the ground
based NRL focused phased array imaging radar (FOPAIR) [11]. With this radar,
MSAR systems with a wide range of aperture numbers were emulated, including
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the special case of ATI-SAR. An overview of this radar system is given in Sec-
tion 11.3 with VSAR results of a small boat moving along the surface of the
Chesapeake Bay. The results emphasise that VSAR processing does not require a
long surface coherence time to produce fine-resolution imagery, unlike a single-
channel SAR. Section 11.4 then demonstrates an application of the VSAR algo-
rithm using the airborne MSAR system, [12]. In September 2014, the first field
deployment of this system was undertaken over an ocean inlet on the mid-Atlantic
coast of the United States. The imagery contains a variety of moving backscatter
sources, including automobiles, ships, shoaling ocean waves and tidal currents. A
qualitative analysis of the results clearly illustrates VSAR-based correction of these
sources of motion and show the significant increase in detectability provided by the
Doppler filtering inherent in VSAR processing. Section 11.5 then outlines two
further applications of velocity processing—target detection and velocity inverse
SAR (VISAR).

11.2 VSAR processing

This section provides a derivation of the VSAR algorithm showing how the azi-
muthal shift caused by the radial target motion can be corrected. The signal model
for a moving target is derived in a similar fashion to [13,14] to illustrate how VSAR
processing is achieved. A discussion on the limitations of the VSAR algorithm is
then provided with some ideas for overcoming them.

11.2.1 Focussing with a moving target
The radar collection geometry is shown in Figure 11.1 where ðx; y; zÞ corresponds
to the ground range, along track (azimuth) and altitude, respectively. To simplify

the derivation, we will use a slant plane representation, ðr; yÞ, where r ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ z2

p
.

The radar platform is at altitude H and has an N channel linear array which
transmits with the first channel and receives with all N . The inter-element spacing
d is aligned in the along track direction with the radar platform travelling at velo-
city vp. The radar transmits a frequency modulated (FM) chirp waveform with
carrier frequency, fc and chirp rate, fr

pðtÞ ¼ rect
t

Tp

� �
exp j2p fct þ fr

2
t2

� �� �
(11.1)

where t is the fast time, Tp is the pulse width and rect is the rectangle function. Now
consider a scatterer at position ðR0; y0Þ. If it is moving with velocity ðvr; vyÞ and
acceleration ðar; ayÞ and the channels are indexed with n ¼ 0 . . .N � 1 so that
dn ¼ nd, then the received signal from the nth receive element after demodulation
can be written as:

pnðt; sÞ ¼ rect
t � tnðsÞ

Tp

� �
AnðuðsÞÞexp �j2pfctnðsÞ½ �exp jpfr t � tnðsÞð Þ2

h i
(11.2)
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where s ¼ s0 � y0=vp is slow-time at the point of closest approach, s0 is the slow-
time referenced to the origin, c is the speed of light and AnðuðsÞÞ is a complex
signal that includes the radar reflectivity. It also comprises the gain from the two-
way antenna pattern with aspect angle uðsÞ ¼ �svp=R0 and has a magnitude and
phase which is different for each channel due to mismatch between the transmit and
receive beampatterns (including squint) as well as other differences in the hardware
for each channel. The delay from the moving scatterer/target is as follows:

tnðsÞ ¼ 1
c

R0
0ðsÞ þ R0

nðsÞ
� �

(11.3)

where

R0
nðsÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðR0 þ qrðsÞÞ2 þ ðdn þ qyðsÞ � vpsÞ2

q
(11.4)

and the radial and azimuthal motion is represented by qrðsÞ ¼ vrs þ ars2=2 and
qyðsÞ ¼ vys þ ays2=2, respectively. Assuming R0 � dn, the bistatic delay can be
approximated as follows:

tnðsÞ � 2RnðsÞ
c

(11.5)

with

RnðsÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðR0 þ qrðsÞÞ2 þ ð0:5dn þ qyðsÞ � vpsÞ2

q
(11.6)
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Figure 11.1 VSAR imaging geometry
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After pulse compression, the signal becomes

gnðt; sÞ ¼ AnðuðsÞÞexp �j2pfctnðsÞ½ �Wr t � tnðsÞð Þ (11.7)

where Wr is the slant range point spread function. As shown in Appendix A, a
Taylor expansion can then be used to approximate the radial distance at the point of
closest approach for the nth phase centre, ðR0; 0:5dnÞ with instantaneous Doppler
components for the radar and target,

fradar ¼ � 2
lR0

sv2
p � 0:5dnvp

h i
ftarget ¼ � 2

lR0
R0vr þ 0:5dnvy þ sðv2

y þ R0ar þ 0:5dnay � 2vpvyÞ
h i (11.8)

Equation (11.7) can then be written as follows:

gnðt; sÞ � AnðuðsÞÞexp � j4pR0

l
� j2p
lR0

ð0:25d2
n þ 2svpð0:5dn þ dlinÞ

�
þ s2ðv2

p þ dquadÞ
�

Wr t � tnðsÞð Þ (11.9)

where the linear term represents a shift in azimuth with the dnvy contribution being
negligible,

dlin ¼ vrR0 þ 0:5dnvy

vp
� vrR0

vp
(11.10)

and the quadratic term

dquad ¼ v2
y þ R0ar þ 0:5dnay � 2vpvy (11.11)

will cause a slight de-focussing effect. With these definitions, the signal model
becomes

gnðt; sÞ � A0
nðuðsÞÞbnðuðsÞÞexp � j2p

lR0
2svpdlin þ s2ðv2

p þ dquad

	 
� �
� Wr t � tnðsÞð Þ

(11.12)

where the complex amplitude is

A0
nðuðsÞÞ � AnðuðsÞÞexp � j4pR0

l

� �
(11.13)

with the phase term pd2
n= 2lR0Þð neglected since R0 � dn and the spatial signal

model for the nth channel can be written as follows:

bnðuðsÞÞ ¼ exp j
2p
l

dnuðsÞ
� �

(11.14)
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The next processing stage is SAR image formation where a number of options
are available including chirp scaling, w� k, backprojection, etc. For simplicity, we
will use the range Doppler algorithm, as described in [15].

To transform into the range Doppler domain, the principle of stationary phase
can be used with fs ¼ �Kas and Ka ¼ 2v2

p=ðlR0Þ. After matching the phase in
azimuth with an appropriate matched filter and then using a modified range cell
migration correction to account for the channel offset, the final model can be
written as follows:

gnðt; fsÞ � A0
n u � fs

Ka

� �� �
bn u � fs

Ka

� �� �
Wa fs � fdlinð ÞWr

t � 2R0

c

� �
(11.15)

where Wa is the azimuth point spread function and the spatial signal model becomes

bn u � fs

Ka

� �� �
¼ exp �j2pnfstd½ � (11.16)

with td ¼ d=ð2vpÞ. Due to the motion of the target, the focus location will be offset
in azimuth by dlin and any blurring due to the quadratic phase term will be present
in the azimuth point spread function. At this stage, we recognise that the fast time
and Doppler frequency can be mapped to slant range and azimuth respectively with
the substitutions, r ¼ 2t=c and y ¼ vpfs=Ka ¼ y0 � y0, while the spatial term can be
related to the radial velocity with fs ¼ �2v=l. This gives the final SAR signal
model as follows:

gnðr; yÞ � A0
n u � y

vp

� �� �
exp

j2pvdn

lvp

� �
Wa y � ylinð ÞWr r � R0ð Þ (11.17)

11.2.2 Velocity SAR
The goal of the VSAR processor is to measure the radial motion of the scatterers in
the scene and correct their azimuth shift, dlin. If there is mismatch between the
receive channels, either due to hardware differences or the transmit and receive
beampattern combination, then channel balancing will be required to remove the
channel-specific magnitude and phase differences. However, this must be applied
when there is no motion in the scene, otherwise, it will remove the phase due to the
target velocity as well. One scheme which has been used successfully is an
‘adaptive 2D calibration’ [16,17] which is further described in Section 11.4.2. After
this step, the channel balanced signal model becomes

gnðr; yÞ � A0 exp
j2pvdn

lvp

� �
Wa y � ylinð ÞWr r � R0ð Þ (11.18)

The next processing step in the VSAR algorithm is to take an FFT across the N
channels. This results in N discrete images which represent the frequencies or
velocities for each pixel in the stack. They can be represented as follows:

vn ¼ vmin þ nDv; n ¼ 0 . . .N � 1 (11.19)
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with the velocity resolution given by:

Dv ¼ lvp

dN
(11.20)

and the maximum negative and positive velocities,

v0 � vmin ¼ �p
d

lvp

2p
¼ � lvp

2d

vN�1 ¼ lvpðN � 2Þ
2dN

(11.21)

The VSAR algorithm is illustrated in Figure 11.2 with SAR images of a scene
containing vehicles (dots) travelling in the range direction along a smooth road
(dark stripe). The SAR images will have a common collection location, but dif-
ferent collection times. As shown in Figure 11.2, the basic VSAR step transforms
the time stack into a velocity stack by taking an FFT of each pixel over the N
channels. In this cartoon, the blue dots represent signatures of vehicles moving
towards the radar, while the red dots correspond to vehicles moving in the opposite
direction. Variation in the brightness of the ambient area in the velocity stack
images indicates that the surrounding clutter is basically stationary and thus
most of the associated backscatter is sorted into the central (slow) velocity bins.
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Figure 11.2 Cartoon illustrating transformation of the image time-stack into a
velocity stack through an FFT and then azimuthally shifted by an
amount proportional to its Doppler velocity. The shifted images can
be summed to form a final, corrected image. The coloured dots
represent vehicles moving along a road (dark line)
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This cartoon also depicts the azimuth displacement mechanism: the signatures of
the radially moving vehicles do not lie on the signature of the road, in either the
original time-stack or in the derived velocity images. Also due to the relationship in
(11.10), the faster vehicles are displaced more than those moving slowly, and the
vehicles travelling towards the radar are displaced in one direction, while the shift
is reversed for those travelling in the opposite direction.

While the VSAR motion spectrum is obviously useful in itself, it can also be
used to correct the azimuth displacement as depicted in Figure 11.2. The resultant
velocity image stack is a measure of the radial velocity present in each scatterer.
The corrective shift required to align the pixels was given in (11.10). However, we
can only measure the velocity at discrete locations, vn, meaning there will be a
small residual shift which in the worst case is half the velocity resolution. This
leads to an offset which is a function of the range R0 and varies with each of the N
velocity images,

d̂linðnÞ ¼ vnR0

vp
(11.22)

As shown in the cartoon, this corrective shift places the signature of each vehicle
in its proper position on the road. For simplicity, each cartoon image is shifted as
a whole, whereas in practice, each range gate receives a slightly different shift,
as specified by (11.22). To form a single corrected image, the images in the
shifted velocity stack can then be combined together either non-coherently or
coherently. For this work, we only consider the former since coherent summation
will cause a reduction in contrast if the combined scatterers are moving at different
velocities.

11.2.3 VSAR limitations
The design of the radar system greatly influences the performance of the VSAR
algorithm. If the array is too short, the velocity resolution will be too coarse and if the
inter-element spacing is too large, the maximum radial velocity will be too small.
Depending on the resolution requirements, the requisite array length may be
impractical. As demonstrated in Section 11.3, the ground-based NRL FOPAIR has
the ability to emulate an airborne MSAR with a virtually unlimited array length and
can thus measure scene velocity with great precision. But the velocity resolution of
actual airborne systems is determined by the length of the array and the speed of the
platform, both of which have limitations due to practical considerations. For exam-
ple, consider an X-band system with a platform velocity of 80 m/s and an element
spacing of 10.5 cm. Using the relationships in (11.21), with N ¼ 32 phase centres, the
VSAR algorithm will be able to correct motion which has velocity resolution and
maximum absolute (unambiguous) radial velocities of 0.7 and 11 m/s, respectively.
However, the length of the array will need to be 3.2 m, which is impractical for many
aircraft. An alternative scheme with dual transmitters has therefore been imple-
mented for the airborne MSAR system in Section 11.4 which achieves the same
number and spacing of phase centres with half the required array length.
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If the radial velocity of a target is greater than the radial velocity which can be
measured, then the target position will be aliased. This problem is known as ‘azi-
muth location ambiguity’ and potential solutions include a multi-frequency varia-
tion to the MSAR [18], a dual-velocity MSAR [19] and the use of non-uniform
linear arrays [20]. Another problem identified is the focussing of elevated targets
with VSAR. Li and Xia [21] have examined this problem and proposed a VSAR
variation which combines multiple frequencies with across track interferometry.

If the velocity resolution is insufficient to resolve two targets of similar velo-
city, then they could be super-imposed at the same velocity. Similarly, after shifting
azimuthally to account for the radial velocity, there is a possibility that more than
one target could end up in the same range/azimuth cell in the final combined image.
This problem is known as ‘velocity layover’ and can be minimised through the use
of super-resolution spectral estimation techniques to improve the velocity resolu-
tion [22,23].

11.3 Ground-based demonstration with
the NRL FOPAIR system

This section describes the NRL FOPAIR and how it was used to emulate an MSAR
system for the purpose of demonstrating SAR signature correction using the VSAR
algorithm. As an MSAR emulator, the NRL FOPAIR provides several advantages.
First, as a ground-based radar, compensation for non-ideal platform motion during
image formation is unnecessary. Second, as described below, it can emulate MSAR
arrays of arbitrary length and can therefore provide a means to quantify the benefits
of longer arrays and the finer velocity resolution that they provide.

11.3.1 The NRL FOPAIR system
The NRL FOPAIR system shown in Figure 11.3 is a ground-based, X-band (9.875 GHz)
imaging radar that is an updated version of the original FOPAIR designed and
built by the University of Massachusetts [24]. On a basic level, the system con-
sists of a single-transmit antenna with a linear array of 64 receive antennas that
are sampled individually and sequentially through fast solid-state switches. By
sequentially scanning the linear array, a synthetic aperture can be emulated without
the need for a moving platform. The system transmits a linear FM chirp waveform
with a 220-MHz bandwidth to produce a range resolution of approximately 0.7 m.
The receive element spacing is 5.24 cm for a total array length of 3.3 m. A more
detailed description of the system can be found in [11].

11.3.2 Emulating an MSAR system
The NRL FOPAIR scans across its array of receive antennas continuously and
repeatedly, providing a dense space-time distribution of sampling locations that
closely emulates that of an MSAR. Figure 11.4 explains this emulation graphically.
Figure 11.4(a) depicts the sampling positions (black dots) for an airborne MSAR
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along with the trajectories (dashed lines) from which data can be processed to form
a sequence, or time-stack, of images. The images in this stack all have the
same collection location, but have slightly different collection times. It is this
time separation between the images that allows measurement of scene motion.
The number of images in the MSAR time stack is limited by the number of phase
centres in the array (for clarity, only eight trajectories are shown). Figure 11.4(b) is
the equivalent graphic for the NRL FOPAIR. As first described in [24], a single

Figure 11.3 NRL FOPAIR system. � 2013 IEEE. Reprinted with permission
from [11]
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Figure 11.4 Space-time sampling locations (dots) and image formation
trajectories (dashed lines) comparison: (a) airborne MSAR and
(b) NRL FOPAIR
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FOPAIR data set can be processed along different space/time trajectories in order
to emulate a SAR with different platform velocities. The red lines indicate the
actual order in which the receive elements were sampled and indicate ‘fast scan’
processing trajectories that produce imagery with virtually no motion-induced
distortion. The blue lines indicate successive ‘slow-scan’ trajectories that will
produce imagery with a much slower effective platform velocity and consequently
more image distortion. The NRL FOPAIR can generate a virtually unlimited
number of images, with the limit set only by the duration of the data collection. As
the velocity resolution of the VSAR technique is inversely proportional to the time
separation between the first and last images in the stack, this means the NRL
FOPAIR can measure velocity with extreme precision. In contrast, the airborne
MSAR has limited velocity resolution, determined by the number of phase centres
and the speed of the aircraft.

11.3.3 VSAR demonstration using FOPAIR
As described in [11], the NRL FOPAIR was used to demonstrate SAR signature
correction using the VSAR algorithm. This is illustrated in Figures 11.5 and 11.6,
using imagery of a small boat on the calm surface of the Chesapeake bay moving
orthogonally to the radar at a speed of 6 m/s. A fast-scan image of the boat is shown
in Figure 11.5(a). As mentioned in the previous section, fast-scan FOPAIR pro-
cessing results in images that are virtually distortion-free, due to the rapid rate at
which the array is scanned. This image is therefore a benchmark for evaluating the
fidelity of the corrected VSAR images. A slow-scan FOPAIR image is shown in
Figure 11.5(b). The distortion caused by motion of the boat and the surrounding
water is obvious. The signature is not merely shifted azimuthally relative to the
undistorted image, but is also non-uniformly stretched and compressed. Also, the
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Figure 11.5 FOPAIR images of a small boat (a) fast-scan image (b) emulated
SAR image (slow-scan image). � 2013 IEEE. Reprinted with
permission from [11]
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SAR image is the result of averaging 256 SAR images and has a lower contrast
when compared to the VSAR image formed with 32 velocity images.

The results of applying VSAR corrections to the distorted imagery are
shown in Figure 11.6, using 8, 16, 32, 64, 128 and 256 slow-scan images in the
time stack with corresponding processing intervals of 91, 101, 122, 163, 245 and
410 ms, respectively. The fidelity of the larger time stack reconstructions is very
high. It is notable that these processing intervals are up to two orders of mag-
nitude longer than the coherence time of the backscatter in the signature, which
was determined by fast-scan Doppler spectra to be approximately 2–4 ms. While
this observation is in contrast to conclusions drawn from the analysis in [9], it is
actually consistent with the canonical model for the sea surface which comprises
a large number of independent scattering facets moving with different velocities.
The VSAR FFT along the image time-stack simply sorts the backscatter within
each pixel according to velocity, regardless of the coherence time of the aggre-
gate signal formed by the coherent sum of all the backscatter. A long aggregate
coherence time is unnecessary. Instead, the algorithm requires scattering centres
with sufficiently long lifetimes and with velocities low enough to keep the
scatterers within a given resolution cell long enough to provide an adequate
velocity estimate.

(a) (b) (c)

(d) (e) (f)

Figure 11.6 VSAR reconstructions of emulated SAR imagery, using progressively
larger image stacks: (a) 8-images, (b) 16-images, (c) 32-images,
(d) 64-images, (e) 128-images and (f) 256-images. � 2013 IEEE.
Reprinted with permission from [11]
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11.4 Airborne demonstration with the NRL MSAR system

This section describes the NRL MSAR and presents the first airborne VSAR results
which were reported in [12,25,26]. The NRL MSAR is an airborne test bed
designed to investigate remote sensing and surveillance applications that exploit
multiple along-track phase centres, in particular, applications that require mea-
surement of scene motion. The design of the radar and the sampling technique used
to achieve 32 phase centres is described here including details of the channel bal-
ancing scheme which was critical to achieve coherency across the array.

The first flights of the NRL MSAR took place in September 2014 over several
locations along the mid-Atlantic coast of the USA. An optical image from one of these
areas, Oregon Inlet on the Outer Banks of North Carolina is shown in Figure 11.7. The
scene includes barrier islands to the North and South of the inlet itself as well as a
bridge span. This area was selected for flight testing due to the variety of moving
targets in the scene. The VSAR results include the correction of cars on a bridge, an
analysis of a breaking wave and the correction of two moving ship signatures.

11.4.1 NRL MSAR system
The NRL MSAR is an airborne system using many components from the NRL
FOPAIR radar. It operates at X-band with a centre frequency of 9.875 GHz and
uses linear FM chirped waveforms with a bandwidth of 200 MHz to achieve a
range resolution of approximately 0.75 m. The peak radiated power is approxi-
mately 1.4 kW, while the aggregate pulse repetition frequency (PRF) of 25 kHz and
pulse length of 6 ms produce a total average power of 210 W. The system flies on a
Saab 340 aircraft using a belly-mounted radome with a nominal depression angle of

Figure 11.7 Oregon Inlet test site. Red box indicates VSAR test region. Imagery
from DigitalGlobe, USDA Farm Service Agency. � 2015 IEEE.
Reprinted with permission from [12]
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20�, as shown in Figure 11.8. Typical altitude and airspeeds are 914 m (3,000 ft)
and 80 m/s (156 knots), respectively.

As operated during its inaugural airborne tests in September 2014, the MSAR
system uses 16 receive antennas, equally spaced along the flight axis with a
separation of 10.48 cm, and two transmit horns, with a spacing of 125.8 cm. A
photograph of the antennas as installed in the Saab radome is shown in Figure 11.9.
The long white enclosures below the two transmit horns contain the 16 receive
antennas which are all vertically polarised. The aft-mounted horn transmits odd
pulses, while the fore-mounted horn transmits even pulses. For the first pair of
transmitted pulses, four of the 16 receive antennas are connected to a four-channel
receiver and sampled by a high speed data recorder. A bank of microwave switches
is then reconfigured to connect the next group of four receive antennas to the
receiver and data recorder. After a total of four pairs of pulses (320 ms), this
scan sequence is repeated. In this manner, 32 phase centres are generated and
sampled at a per-phase-centre PRF of 3.125 kHz, each corresponding to a different

Figure 11.8 Saab 340 aircraft with belly mounted radome. � 2015 IEEE.
Reprinted with permission from [12]

Figure 11.9 MSAR in its housing. � 2015 IEEE. Reprinted with permission
from [12]
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combination of transmit and receive antennas. This PRF is sufficient to allow
production of 32 SAR images that are free from azimuthal ambiguities. Note that
the average power associated with any one of these images is 1/32 of the total
average power, or 6.7 W. Since the location of a given phase centre is halfway
between the corresponding transmit and receive antennas, the along-track spacing
between these phase centres is 5.24 cm, half the physical spacing between the
receive elements. With this configuration, there are twice as many phase centres as
receive elements, which results in a halving of the velocity resolution and doubling
of the maximum unambiguous Doppler velocity which can be measured by the
radar. Note that given the spacing between the two transmit horns, four of the phase
centres corresponding to the aft-mounted transmit horn are collocated with four
produced by the fore-mounted horn. Thus the total number of independent phase
centres is 28 with total length of 141.5 cm.

The large number of phase centres and the requirement to revisit each fre-
quently enough to allow alias-free SAR imaging produces a high average data rate.
During each pulse repetition interval (PRI) (40 ms), 8192 8-bit samples from each
of the four data recorder channels are written to a RAID for a sustained data rate of
819 MB/s. The recorder is based on a 4-channel, 12-bit acquisition card running at
a sample rate of 500 MS/s. Selection of the 8192-sample range window within each
PRI and reduction of the 12-bit samples down to 8-bits is performed by a field
programmable gate array.

Motion of the antennas is measured by a Novatel inertial navigation system
mounted in the Saab radome directly behind the antennas. The Novatel ProPak6
OEM638 receiver blends GPS position data with measurements from a Litton
LN200 inertial measurement unit to determine the precise positions of all phase
centres at a 100 Hz rate. These data are used during image formation in order to
compensate for non-ideal aircraft motion.

11.4.2 Pre-processing
Before the VSAR image can be produced, a number of pre-processing steps are
required. First, a digital conversion is applied to the real-valued raw data to convert
it to in-phase and quadrature baseband samples. This is followed by a low-pass
filter designed to remove any signal artefacts outside the frequency band of interest.
A chirp scaling algorithm is then implemented to form a SAR image for each phase
centre with extensions designed to motion compensate the resulting image [27].
After the images are formed, a final step is required to balance the phase and
magnitude between each phase centre. The phase mismatch comprises a linear term
due to the along track displacement of the phase centres (see (11.14)) and a non-
linear term due to the changing aircraft position along the scene. A third non-linear
component of the phase error occurs due to the antenna mismatch and the unba-
lanced radar hardware. These hardware imbalances also affect the magnitude of the
received signal and require calibration using real radar echoes to account for the
non-linearity.

The algorithm selected for channel balancing is the ‘adaptive 2D calibration’
[16,17]. It was proposed for use in the range-frequency/Doppler domain before
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image formation, but we have found it to be effective when used in the image
domain as well. The algorithm must be trained on a scene with no motion present,
otherwise the calibration will affect the phase term which is required for subsequent
VSAR processing. Typical training regions might include homogenous land, bright
returns from corner reflectors or man-made structures. For the examples shown
here, a training region was selected around the centre part of the bridge shown in
Figure 11.7.

In the azimuth and range spatial frequency domain, the mismatched compo-
nent of the received signal is denoted Anðkr; kyÞ for the nth phase centre. The
channel model is given by

A1ðkr; kyÞ � Aðkr; kyÞh1ðkyÞD1ðkrÞ
Anðkr; kyÞ � Aðkr; kyÞhnðkyÞDnðkrÞ

(11.23)

where Að	Þ is a complex signal common to each channel and hnðkyÞ and DnðkrÞ
describe channel specific information along each spatial frequency dimension. The
information contained along the range frequency, hnðkyÞ is referred to as the
‘transfer function’, while the azimuth frequency component, DnðkrÞ is primarily
due to the antenna beampattern which varies between the different channels. The
goal of channel balancing is to minimise the channel specific information so the
images have a high coherency and similar magnitude. The ratio between the first
and nth channel is given by

A1ðkr; kyÞ
Anðkr; kyÞ �

h1ðkyÞ
hnðkyÞ

D1ðkrÞ
DnðkrÞ ¼ h1;nðkyÞD1;nðkrÞ (11.24)

The adaptive 2D calibration algorithm is designed to minimise the square of the
difference between h1;nðkyÞ and D1;nðkrÞ when integrated over the frequency
domains. It can be written in terms of the following optimisation [17]:

min
h1;nðkyÞ;D1;nðkrÞf g

Z
kr

Z
ky

A1ðkr; kyÞ � Anðkr; kyÞh1;nðkyÞD1;nðkrÞ
�� ��dkrdky (11.25)

with the solution given as a pair of integral equations
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Anðkr; kyÞh1;nðkyÞ
�� ��2dky

(11.26)

504 Novel radar techniques and applications – volume 1



which can be solved iteratively [17]. This algorithm works across the whole image
in the range and azimuth spatial frequency domains. As a result, the magnitudes in
the image domain do not always balance perfectly. A final step is therefore required
to adjust the means in the image domain.

11.4.3 Example dataset 1
The first example dataset demonstrates the correction of cars moving along a bridge
and the evolution in velocity of a breaking wave. For reference, an expanded view
of the analysis region is shown in Figure 11.10, which was produced by non-
coherently summing the 28 original SAR images. There are three cars on the
bridge, of which only one is visible and is marked with a red ellipse. After VSAR
processing, it is useful to compare the original SAR image with the stationary (DC)
velocity image. Figure 11.11 shows the DC image which now reveals a number of
stationary scatterers that were masked in the SAR image. The moving scatterers
which are now absent include the car to the right of the image, a large breaking
wave above the bridge and a reduction in the number of shoaling waves near the
shore. The VSAR image is then shown in Figure 11.12 after non-coherently sum-
ming the 28 shifted (i.e. corrected) velocity images.

As shown by a comparison of Figures 11.10 and 11.12, VSAR processing
corrects the smeared shoaling wave signatures (upper left side of image) by shifting
the displaced backscatter contributions back to the actual location of the waves.
The resulting signatures in Figure 11.12 have a reduced width that is a more
accurate measure of the actual size of the shoaling waves. There are also three faint
echoes that have been highlighted and correspond to cars travelling on the bridge,
which have been displaced due to their radial velocity. The corrected VSAR image
has then shifted these cars back towards the bridge. Clearly the VSAR image also
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Figure 11.10 28 look SAR image highlighting the difficulty in detecting moving
cars. Only the right car is actually visible in this scene
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has some artefacts due to the non-coherent summation. These include spectral
leakage where the dominant DC scatterers are present in the velocity images as
well as a general loss in contrast across the image.

One way of reducing the spectral leakage and improving the image contrast is
to use a different spectral estimate when forming the velocity stack. Due to the
relatively small number of images and since there are only a small number of
significant velocity scatterers present in each pixel, a model based spectral estimate
has been selected. Figure 11.13 shows the result of processing with a fourth order
Burg auto-regressive (AR) spectral estimate [28]. When compared to the FFT based
method, the contrast has greatly increased and the spectral leakage from the DC
image has greatly reduced. Unfortunately, the shifted targets are now very difficult
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Figure 11.12 VSAR combined image showing cars aligned with bridge. Cars have
been relocated on the bridge, but there is a high level of spectral
leakage
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Figure 11.11 VSAR image showing stationary (DC) velocity slice
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to see and there are regions in the image where the scatterers on the bridge have
been reduced in magnitude.

An alternative method of improving the VSAR image quality is to threshold
the magnitude of both the stationary and velocity images. This can be achieved by
the following steps:

● Identify strong scatterers in the DC velocity image and mask those pixels in the
other velocity images.

● Balance the means of the different velocity images relative to the DC velocity
image.

● Examine the non-DC images to identify where the ‘velocity noise’ is sig-
nificant. Then create a mask and suppress those pixels which are less than the
threshold.

Using these processing steps allows the strongest velocity scatterers to be high-
lighted through the velocity stack. Through experimentation, the threshold for
masking strong scatterers was set as the mean of the DC image, while the sig-
nificant scatterer threshold can be set between 2 and 6 standard deviations above
the mean for each image. By isolating the dominant scatterers in each velocity
slice, a composite image, shown in Figure 11.14, can then be formed where the
scatterer velocities are overlaid on the DC image. The three targets on the bridge
are now clear and it can be seen that not all the cars are travelling in the same
direction. This image also highlights the shoaling waves near the shore and the mix
of velocities which are present. Note that the two red cars remain smeared over
approximately 50 m in azimuth due to the along track component of the vehicles
motion over the 2.7 s SAR integration time. The VSAR algorithm can only address
distortion caused by radial motion, and thus this additional smearing remains.

The VSAR correction is further demonstrated in Figures 11.15 and 11.16
which show the shifted velocity stack for two sub-sections of the analysis region
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Figure 11.13 VSAR combined image using fourth order Burg AR spectral
estimate. Leakage has been reduced, but cars on the bridge are not
visible
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using the Burg AR spectral estimate. The first example shows a zoomed region of
the bridge where the cars were corrected. For clarity, only the velocity images
corresponding to �6.7, 0, 9.1 and 10.8 m/s are shown. This stack of images shows
the (stationary) bridge at 0 m/s with the three cars clearly standing out on their
respective slice. After accounting for the look direction of the radar relative to the
bridge, the radial velocities correspond to vehicle speeds of 53 � 7, 73 � 7 and
86 � 7 miles per hour (mph), which are within the range of speeds encountered on
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US highways with a posted speed limit of 55 mph. Figure 11.15 also highlights the
usefulness of VSAR processing: while the vehicle signatures are weak in the
standard SAR imagery and even in the corrected VSAR image, they stand out
clearly in their respective velocity images.

The second example illustrates how the velocity stack can be used to investi-
gate the mechanisms behind maritime SAR signatures, which are often complex
due to the motion of the sea surface. Figure 11.16 shows a shoaling wave, in which
the distribution of backscatter is displayed as a function of velocity. This enables us
to study the various stages of breaking (steepening, actively spilling/plunging,
turbulent recovery) which tend to move at different speeds and are not observable
in a typical SAR image. The VSAR analysis in Figure 11.14 also indicates a larger-
scale velocity signature over the inlet channel (see sparse distribution of yellow
pixels) that is likely due to a tidal current, either directly or through perturbation of
the ambient surface waves over the channel.

11.4.4 Example dataset 2
In the second data set shown in Figure 11.17, there are two targets of opportunity.
The top boat has a compact signature in the water and is the better focussed of the
two, possibly due to the combination of its azimuth velocity and acceleration over
the observation time. In contrast, the bottom boat has a long smeared out signature
indicating it is likely travelling along the same direction as the radar. The corrected
VSAR image using the Burg AR spectral estimate is then shown in Figure 11.18
where the top boat appears slightly more spread out in azimuth than it was in
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Figure 11.17 and has shifted by 30 m, indicating it was moving with a significant
radial velocity. The smearing in range implies an acceleration and corresponds to
different velocity components which have been non-coherently combined when
forming the VSAR image. The second boat at the bottom of Figure 11.18 shows a
large improvement in its signature with the characteristic ‘V’ now apparent. This is
further shown in Figure 11.19 with a series of VSAR images produced from dif-
ferent numbers of channels and hence different velocity resolutions. The VSAR
images correspond to 4, 8, 16 and 28 phase centres which correspond to velocity
resolutions of 5.04, 2.52, 1.26 and 0.72 m/s. Clearly as the velocity resolution
increases, the fidelity of the corrected signature improves, as also illustrated by the
ground-based FOPAIR results presented in Section 11.3.3.
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Figure 11.17 SAR image showing the two boats of opportunity. � 2015 IEEE.
Reprinted with permission from [26]
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11.5 Applications of velocity processing

This chapter has demonstrated how motion correction can be achieved using the
VSAR algorithm. Two other applications are now described which can further
exploit this technique. These include target detection and the development of an
ISAR counterpart to the VSAR processing.

11.5.1 Target detection
The VSAR algorithm is clearly capable of detecting moving targets and measuring
their velocity. However, (11.19) dictates the discrete velocity values which may be
in error and result in a mismatch of the estimated target position. A parametric
method of velocity estimation has been proposed in [29] which first detects the
presence of a target and then improves the estimate of its velocity through the use
of super-resolution techniques. A follow on paper then incorporated both range and
azimuth multi-looking to improve the estimate accuracy [30].

(a)

(b) (c)

(d) (e)

Figure 11.19 Moving boat example showing improvement with an increasing
number of phase centres and finer velocity resolution. The range
(vertical) dimension of these images is 150 m while the azimuth
(horizontal) span is 425 m: (a) SAR image, (b) N¼ 4, Dv ¼ 5.04 m/s,
(c) N¼ 8, Dv ¼ 2.52 m/s, (d) N ¼ 16, Dv ¼ 1.26 m/s, (e) N ¼ 28,
Dv ¼ 0.72 m/s. � 2015 IEEE. Reprinted with permission from [26]
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11.5.2 Velocity ISAR
The VISAR algorithm was proposed in [31] as a means of exploiting the structure
associated with the motion dynamics of rigid bodies (including translational and
roll-pitch-yaw motions) in maritime conditions. It is implemented by first creating
ISAR images for each spatial channel and then applying the velocity correction
outlined in Section 11.2. The magnitude of the combined velocity stack is then
known as the VISAR image. Alternatively the maximum at each pixel can be cal-
culated to obtain the dominant velocity of the target being imaged.

In Figure 11.20, the imaging results from a small boat are presented with
16 channels used for the velocity processing. For this example, the plane flew
circular orbits of radius 2.5 km with an altitude of 1.5 km (5000 ft). The 14 m boat
shown in Figure 11.20(a) was stationary with a low sea-state and the integration
time was 0.5 s.

Figure 11.20(b) and (c) shows the performance of the VISAR algorithm with
and without range compensation. If the integration time is small enough and
there is not much rotational motion associated with the target, it may suffice to
forego the range alignment step. However, for this example, there are noticeable,
though subtle, improvements in the focussing of the scatterers when incorporat-
ing range compensation. This reveals that there is some amount of roll-pitch-yaw
motion present in the boat apart from the relative translational velocity due to the
motion of the plane. Figure 11.20(d) then shows the VSAR performance where

(a) (b) (c)

(d) (e) (f )

Figure 11.20 Image comparison of small boat including SAR, ISAR, VSAR and
VISAR: (a) Small boat, (b) VISAR image without range
compensation, (c) VISAR image with range compensation, (d) VSAR
image, (e) single-channel ISAR image and (f) single-channel SAR
image. � 2015 IEEE. Reprinted with permission from [31]
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the images corresponding to each of the sensors are formed via a backprojection
algorithm. Since the ISAR algorithm picks up on the roll-pitch-yaw motion of
the boat and also dynamically adjusts the image plane based on the relative
motion of the boat, it is clear that the VISAR algorithm is able to bring out more
features of the boat when compared to VSAR. Furthermore, as expected, the
VISAR and VSAR algorithms show a better separation of the dominant scatterers
when compared to their single-channel counterparts shown in Figure 11.20(e)
and (f), respectively. To further measure the effectiveness of this technique, a
larger range of targets will need to be imaged in different sea-states. This data
could then feed into an automated ship classification scheme as a final measure
of performance.

11.6 Conclusion

This chapter has described how motion can be measured in a SAR image and then
corrected through the use of velocity processing. The VSAR algorithm was
demonstrated using two of NRL’s experimental radar systems—the ground based
FOPAIR and the airborne MSAR. Through the use of the FOPAIR testbed, it was
shown how the target signature of a moving boat can be improved with an
increasing number of channels. With the airborne MSAR system, the VSAR-based
correction was demonstrated for cars moving along a bridge, shoaling waves and
boats moving both azimuthally and radially.

There are now opportunities to further exploit this technique for other appli-
cations such as target detection and identification and classification of both sta-
tionary and moving targets. The VISAR algorithm was presented as a first step
towards this goal. It was able to clearly reveal extra details of a small boat when
compared to the images produced by single channel ISAR and the VSAR
algorithm.
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Appendix A: Derivation of Doppler components

Assuming that the squint is small, the radial distance to a scatterer at the closest
point of approach to the nth phase centre, ðR0; 0:5dnÞ, moving with velocity, ðvr; vyÞ
and acceleration, ðar; ayÞ can be written as follows:

RnðsÞ ¼ ðR0 þ qrðsÞÞ2 þ 0:5dn þ qy sð Þ � vps
� �2

h i0:5
(A.1)
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where qrðsÞ ¼ vrs þ ars2=2, qyðsÞ ¼ vys þ ays2=2 and dn ¼ nd for n ¼ 0 . . .N � 1
receive channels. To the second order, this can be expanded and rearranged as
follows:

RnðsÞ ¼ R2
0 þ 0:25d2

n þ v2
ps2 þ 2R0qrðsÞ þ q2

r ðsÞ þ q2
yðsÞ

h
�dnvpsþ dnqyðsÞ � 2vpsqyðsÞ

i0:5

� R0 þ 1
2R0

0:25d2
n þ v2

ps2 � dnvpsþ 2R0qrðsÞ
h

þq2
yðsÞ þ dnqyðsÞ � 2vpqyðsÞs

i
(A.2)

The instantaneous Doppler can then be split into a radar and target component

f ðsÞ ¼ � 2
l
_RðsÞ ¼ fradarðsÞ þ ftargetðsÞ (A.3)

where

fradarðsÞ ¼ � 2
lR0

v2
ps � 0:5dnvp

h i
ftargetðsÞ ¼ � 1

lR0
2R0 _qrðsÞ þ _q2

yðsÞ þ dn _qyðsÞ � 2vpð _qyðsÞs þ qyðsÞÞ
h i (A.4)

and _qrðsÞ ¼ vr þ ars, _qyðsÞ ¼ vy þ ays and _q2
yðsÞ ¼ 2ðvy þ aysÞðvys þ ays2=2Þ.

With these substitutions, the target Doppler can be written as

ftargetðsÞ ¼ � 2
lR0

R0ðvr þ arsÞ þ ðvy þ aysÞðvys þ ays2=2Þ�
þ 0:5dnðvy þ aysÞ � vpð2vys þ 3ays2=2Þ (A.5)

However, all terms which are quadratic or greater will be very small compared to
the linear terms and the target Doppler can be further approximated as follows:

ftargetðsÞ � � 2
lR0

R0vr þ 0:5dnvy þ sðv2
y þ R0ar þ 0:5dnay � 2vyvpÞ

h i
(A.6)
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Introduction to passive and multistatic radar

Pierfrancesco Lombardo1

Due to the recently renewed interest inside the radar community, bistatic and multi-
static radar are again a hot topic of research, despite the fact that their history is
almost as old as the history of radar itself. This history is also quite well docu-
mented and revised, see for example [1–6]. Therefore, revising this whole history is
outside of the scope of this introduction. However, a few historic elements are
recalled below to show how the contributions presented in this chapter find an
especially important place among the novel radar techniques and applications.

In [2] (and references therein), it was noticed that the interest in this topic has had
a somewhat cyclic behaviour during these years, with multiple resurgences. The first
resurgence was identified to start in the 1950s, while the second one was in the late
1960s. In 2007, the publication of the book ‘Advances in bistatic radar’, [3], proposed
to mark the clear presence of a third resurgence in the bistatic radar topic. Its Part 1
reports on development, testing, and fielding of bi-/multistatic radar systems for
various military, scientific and commercial applications: Distant Early Warning-Line
gap filling, missile attack warning, planetary exploration, air surveillance, ionospheric
measurements and wind measurements. For many of the applications above, the
exploitation of illuminators of opportunity is considered to replace the ad-hoc radar
transmitter, thus clearly showing the effectiveness of type of sensors usually addressed
as Passive Bistatic Radar (PBR) or passive coherent location sensors. Its Part 2 is
devoted to bistatic clutter characterization, and to the signal processing techniques for
bistatic/multistatic radar applications, there including the long bistatic coherent inte-
gration times required for bistatic Synthetic Aperture Radar (SAR) techniques and
Space-Time Adaptive Processing (STAP) techniques for moving target indication.

Also back in 2008, [5] was greatly focused on two main areas: bistatic SAR
and PBR. Bistatic SAR was largely addressed by considering both spaceborne
and airborne applications. Moreover, passive radar was mainly centred on the
exploitation of FM-radio and Digital Video Broadcast-Terrestrial (DVB-T) trans-
mitters for air surveillance and on the initial studies for passive SAR with satellite-
based illuminators.

Two excellent updates on the state of the art for the bistatic radar have been
presented in 2010/2011 in [7,8]. In particular, the discussion in [7] reports on a
workshop that was held at University College London in 2009 ‘to discuss and

1DIET University of Rome ‘La Sapienza’, Italy



identify priorities and initiatives in multistatic and MIMO radar’. Among its ten
conclusions, it is interesting to notice: (i) the interest to multiple-input–multiple-
output (MIMO) radar as an evolution of multistatic and networked radar, (ii) the
need for experimental datasets to assess performance, but also to fully characterize
clutter and target echoes, (iii) the potential interest of bistatic and multistatic radar
for maritime surface applications, there including (iv) the exploitation of the for-
ward scatter geometry and (v) a high interest for the imaging of building interiors,
also exploiting bistatic and multistatic geometries.

Without the pretence to be exhaustive, the novel radar techniques and appli-
cations included in this chapter mark some of the advances in the clutter description
and signal processing techniques that have taken place in the last decade, namely
after publication of [3,5]. In particular, this Part III is focused with specific attention
on the novelties in the bistatic clutter description, in the multistatic configurations –
including both forward scattering configurations and specific multi-path geometries
that are involved in the through-the-wall imaging application – and on the field of
passive radar that has been recently object of many research efforts. It is interesting
to notice that these topics fall almost entirely among the priorities expressed in [7].

Among these advances, an important role is certainly played by bistatic and
multistatic SAR technology and signal processing techniques. In addition to the
points made in [3,5], an outstanding review for this specific area was presented in
[9]. This reference considers the multiple potentialities offered by the bistatic/
multistatic SAR configurations, together with the challenges that were still open in
2006. Since then, major advances have taken place in this area, up to the point to
allow conceiving MIMO SAR operations for imaging applications, [10], as well as
their use for MIMO SAR moving target detection, [11,12]. All the advances in this
area clearly qualify as novel techniques and applications both in Part II – Imaging
Radar and in Part III – Passive and Multistatic Radar. As an editorial choice, it was
considered more appropriate to present such material in Part II, to keep a unitary
view of SAR. Therefore, the reader interested in the bistatic/multistatic SAR topic
is encouraged to refer to Part II. As a unique exception to this approach, the results
related to passive bistatic SAR are included in this Part III in order to keep here a
unitary view of the passive radar advances.

Indeed, the characterization of bistatic clutter echoes has been a major point of
interest since the beginning [2,3]. However, its dependence on both transmit and
receive incidence angles, together with the transmit and receive polarizations, in
addition to the intrinsic dielectric properties and small scale geometrical char-
acteristics, have prevented a complete characterization. The importance of this topic
has fostered a significant research activity, especially for sea clutter echoes [13].
This includes both measurement and modelling of the sea clutter echoes, as well as
the comparison between simultaneous monostatic and bistatic clutter echoes
[14,15]. Among the different, highly qualified research activities, certainly plays a
significant role the effort to characterize the bistatic sea clutter, both in terms of
average reflectivity and of probability distribution of the echoes amplitude [16–18].

Following directly this introductory chapter, the point of the situation on this
effort devoted to bistatic clutter characterization opens Part III. Specifically,
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Chapter 12 by Griffiths and Palamà starts from the basic concepts on the clutter
characterization in both amplitude and temporal domains and provides an out-
standing overview of the progresses in the experimental measurements activity and
the state-of-the-art for bistatic clutter modelling.

In the last decade, a significant research activity has also been carried out to
investigate the extreme case of the bistatic radar geometry, namely the case where
the target is close to the line connecting radar transmitter and radar receiver,
namely the so-called baseline. To remark on the specific scattering mechanism
involved in this peculiar situation, the term ‘forward scattering’ is typically used for
it, which also emphasizes the opposite extreme geometric situation from the
monostatic case of ‘back-scattering’ [19,20]. While this geometry was exploited to
build radar fences since the early days of radar, recently this area has received
significant attention and is expected to provide important system potentialities [21].

Significant efforts have been made in the recent temporal frame to characterize
this type of radar, typically addressed as forward scatter radar (FSR). In particular,
the signal processing techniques to extract the target signature and estimate motion
parameters have been addressed in [22], while the phenomenological model of the
receive signal has been characterized in [23]. Moreover, specific research activity
was devoted to characterize the FSR sea clutter, [24], as well as the target para-
meter estimation techniques against such type of disturbance, [25].

Chapter 13 by Gashinova, Daniel, Miakinkov and Cherniakov provides a
complete presentation of the novel research results obtained in the last decade
regarding FSR systems. It authoritatively describes the different aspects of the FSR
systems, starting from the phenomenological model, and moving through the
characterization of the disturbance environment and the target motion parameter
estimation, to eventually consider the FSR target tracking.

It is interesting to notice that the FSR radar can be used as an element in an
extended network of FSR sensors, which allows improved motion estimation and
localization capabilities, [26]. This opens the way to future research on MIMO
FSR systems that are object of current investigation. Among the ongoing research
activities, it is also useful to mention that the FSR principle is well suited to the
use of sources of opportunity as the radar transmitter, which provides a passive
FSR. Preliminary results in this area are reported in [27,28]. However, the topic
of passive FSR is expected to be the object of significant advances in the near
future.

Although the extreme geometry of FSR applies only to specific configurations,
there are many applications where different multistatic geometries play an impor-
tant role [29,30]. A very specific topic in the last decade is the provision of radar
sensors with the capability to detect objects and provide images through the walls
of buildings, typically known as through-the-wall radar imaging (TWRI), [31].
In the last few years, the technique to detect changes has been carefully designed
and refined [32,33]. It is apparent that a multistatic system can provide increased
through-the-wall imaging capabilities. However, even when the sensor is used in a
simplified monostatic configuration, the radar signal undergoes multiple propaga-
tion mechanisms, including the forward propagation through the wall, the possible
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back-scattering and multiple bistatic scattering phenomena that take place on
internal walls and/or individual scatterers. These multi-path rays need to be
appropriately taken into account and exploited to provide an adequate imaging of
the building interior [34–37]. This means that TWRI fits nicely in this Part III,
dedicated to multistatic radar, since its geometry is intrinsically multistatic.

An outstanding point of the situation on the through-the-wall building interior
imaging is presented in Chapter 14 by Ahmad and Amin. This chapter nicely
completes the presented review of some of the recent advances provided by
exploiting bistatic and multistatic geometries. It is very interesting to observe
that also this type of application can find implementation based on existing illu-
minators, so that passive TWRI can be obtained. This is object of very recent and
ongoing research activity, [38,39].

The remainder of this Part III is devoted to novel techniques and applications
related to the bistatic and multistatic radar systems exploiting sources of opportu-
nity as the radar transmitter, namely the passive radar. Indeed, the principle of
passive radar is present from the earliest radar experiments and, through resur-
gences of bistatic radar, also this specific type of bistatic radar has had many
resurgences, the last of which is related to the capability to provide reasonably wide
area air surveillance and scientific applications such as ionospheric monitoring,
planetary observation, etc. (see for example [3]).

Other than the quoted chapters in [3], it is appropriate to mention that some
special issues of technical journals have been dedicated to advances in passive
radar, for example [40] and, more recently, [41,42]. Moreover, extensive con-
tributions related to the state of the art on the subject can be found in two chapters
of the Principles of Modern Radar book series, respectively devoted to passive
radar signal processing techniques, [43], and to passive radar applications, [44].

As is apparent, this field has received significant attention by the radar signal
processing community in the last decade and many advances have been made.
These include; (i) deriving advanced signal processing techniques to improve the
achievable performance for surveillance applications, for example [45,46], as well
as (ii) providing specialized processing techniques tailored to expand PBR appli-
cations in various directions. Among such techniques certainly appear: short range
surveillance, exploitation of space-based illuminators of opportunity, and operation
from airborne platforms, which are treated in three chapters of this Part III.
Additionally, several very specific PBR signal sources and applications have been
investigated; just to quote a few of them: exploitation of over-the-horizon radar
transmitters of opportunity, [47,48], providing passive inverse SAR images of
moving targets, [49], passive GPS reflectometry, [50–52] and passive radar
altimetry for ocean monitoring, [53,54].

An important sign of the interest in novel PBR techniques and applications is
clearly given by the number of research and demonstration projects funded by the
European Union in the last decade that involve PBR as one of their important
elements. Among the others, PBR applications have been funded in air surveillance
security, [55], short-range airport security, [56,57], maritime surveillance using
ground based illuminators of opportunity, [58,59] and space-based illuminators of
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opportunity, [60,61]. Moreover, a specific call for maritime border control with
explicit mention to PBR surveillance was issued inside the Horizon 2020 EU
security call, [62].

As previously introduced, there has been significant activity in the last decade
to develop signal processing techniques for short-/mid-range surface target
monitoring. While for long-range coverage in some cases even relatively coarse
range resolution might be acceptable, for meaningful applications at closer ranges
high range resolution is required. Therefore, the exploitation of the narrow-band
FM sources must be replaced with wider bandwidth signal sources. After the
CELLDAR system, [63], the use of mobile phone basestations has been recently
investigated by different research groups, as for example in [64–68], by achieving
some interesting results. However, due to power considerations, the coverage is
short-range and the range resolution does not make yet its use interesting enough.

In contrast, DVB-T transmitters have both a reasonable power level and a wide
bandwidth per single channel, so that they are a promising candidate for medium-
range surveillance. Various techniques have been specifically developed for the
processing of PBR signals based on DVB-T waveforms, so as to control the
ambiguity function sidelobes, [69–72]. Unfortunately, to avoid wasting power,
typical DVB-T transmitter antenna setting is tailored to focus the emitted power
toward low altitudes, so that air target surveillance has some limitations. In contrast,
PBR based on DVB-T signals appear of great interest for surface vehicle surveil-
lance, such as maritime and road traffic. Experimental results in [73,74] confirm its
great potentiality for the maritime surveillance application.

For much shorter range applications WiFi signals have been identified as
waveforms of interest, since their lower power level goes together with a wide
bandwidth. Moreover, they have a widespread presence. The characteristics of
the waveform was first analysed in [75], while approaches to control its sidelobes
have been presented in [76]. Potentialities and challenges have been summarized in
[77], focusing more on the outdoor surveillance of vehicular road targets and
moving human targets, while its use for indoor localization of moving persons has
been studied in [78].

Advances in the last decade in the short-/medium-range surveillance,
including both DVB-T and Wi-Fi-based PBR are presented in Chapter 15 by
Colone, where both signal processing techniques and application case studies are
reported.

A second area of innovation in PBR research is related to the use of space-
based illuminators of opportunity. Despite the seminal papers that were published
in years 1998, [79], 1999, [80] and 2000, [81], renewed interest was devoted to this
type of sensors during the last decade. In particular, the exploitation of the signals
emitted by navigation satellites, like GPS, GLONASS and Galileo, has been
recently demonstrated to be able to provide imaging capabilities even using sta-
tionary receivers, [82]. Despite the low-power levels scattered by the ground, long
SAR integration times allow the final power level to be enough to produce rea-
sonable quality images, at least at relatively short range from the receiver. More-
over, the point spread function of this type of sensors has been characterized, [83].
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Interesting applications have been recently devised in change detection applica-
tions for infrastructural and environmental monitoring, [84,85].

A great attraction of these sensors is in the availability of multiple illuminators
that operate from different orbital positions at the same time with almost ortho-
gonal codes, which allows their separation and makes available in principle a multi-
static PBR even using a single receiver. The joint exploitation of multistatic PBR
images requires fusion techniques to be derived, which is the object of current
research efforts, [86,87].

A thorough review of the major results achieved in this field is presented in
Chapter 16 by Antoniou and Cherniakov, including the challenges and the
experimental results obtained, as well as the present and future potentialities.

Remarkable results have been obtained in the last decade also in the airborne
exploitation of passive radar, both in terms of algorithms and experiments, [88].
This includes both the capability to form passive SAR images using ground based
illuminators of opportunity and the capability to cancel the clutter echoes that
occupy a wide frequency bandwidth due to the platform motion.

The problems of cancelling the surface clutter, which is widely spread by the
Doppler, is well known in the case of active airborne radar. A major research focus
of the past few decades has been devoted to the development of STAP techniques
to achieve effective clutter removal by exploiting multiple antennas on board,
connected to independent receiving channels, [89–95]. This was later extended to
bistatic configurations, [96,97], which is also nicely described in [3], Chapter 11.
The application of STAP techniques to passive radar is not straightforward for
many reasons, among which is certainly the continuous wave characteristic of the
transmitted waveform and its temporal variation, rather than the transmission of
sequences of identically shaped radar pulses. An appropriate application of STAP,
in its simplified version of the displaced phase centre antenna technique, has been
recently demonstrated, [98–100].

The formation of passive SAR images, by exploiting surface-based transmit-
ters of opportunity, has also received a significant attention in this last decade. The
specific signal processing techniques required to form such images need to take
into account both the bistatic nature of the geometric configuration and the con-
tinuously variable transmitted waveform. Various experiments have been recently
carried out to verify the capability to properly focus the passive SAR images and to
achieve images of good quality, [101–104].

The major recent advances in both airborne SAR and STAP are presented in
Chapter 17 by Kulpa, Gromek and Dawidowicz, which includes experimental
results that allow the validations of the techniques and the demonstration of their
effectiveness. Ongoing research shows the possibility to exploit the multistatic geo-
metry, by means of compressive sensing to improve passive radar performance, [105].

A further step forward of the recent years is the capability to exploit the great
variety of waveforms of opportunity available, both in terms of geometry and type of
sources, [106]. In fact, often the angular distribution of radiation sources makes multi-
static passive radar available even with a single receiver position. This allows improved
robustness but also localization performance, [107–110] and tracking accuracy,
[111,112]. Moreover, it increases the effectiveness against stealth targets, [113].
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Similarly, the availability of multiple sources of opportunity available at the
same time allows to exploit the advantages of the different waveforms and to avoid
most of their drawbacks. As an example, this is the case when jointly exploiting
FM-radio, DVB-T and digital audio broadcast illuminators [114,115]. This largely
improves the diversity, adding robustness and increasing the overall performance.

A further degree of freedom to be added to the multistatic/hybrid multi-source
passive radar is the potential addition of active transmitters, to be used in the
absence of the sources of opportunity or in combination with them, [116]. The
addition of this further degree, greatly improves the reliability of the overall multi-
static system, making it even more appealing for both military and civil applica-
tions, where a high standard of safety must be guaranteed.

The advances in this area are presented in Chapter 18 by Kuschel, Hoffmann
and Schroeder, where experimental results are shown, together with the validation
of the multistatic/hybrid approach.

The full exploitation of the multiple transmitters of opportunity is achieved when
also using multiple receivers, so that a MIMO passive radar system is obtained.
Among the most recent research efforts, there has been an emphasis on the full use of
the MIMO passive radar potentialities to achieve still further improvement with
respect to the multistatic case, [117], – in target motion parameter estimation, [118]
and tracking, [119].

Moreover, it has recently been shown that the MIMO configuration can also
provide a potential improvement in terms of detection capability. This improvement
has been shown to depend on multiple factors, including the signal-to-noise power
ratio (SNR) of the surveillance channel and the quality of the signal reference. To
benefit from these potential improvements, both a centralized and a decentralized
detection structure have been conceived based on the generalized likelihood ratio
test (GLRT), which show different characteristics and trade-offs, [120,121].

A systematic presentation of these recent results on MIMO passive radar
detection is reported in Chapter 19 by Hack, Patton and Himed. This spans from
the GLRT-based algorithms derivation, to a thorough discussion of the achievable
performance as a function of reference channel quality and surveillance channel
SNR. This chapter sets the theoretical basis for the optimal joint exploitation of all
information available in a fully deployed MIMO passive radar system in order to
maximize the detection performance. It opens the way to ongoing and future
additional research activity aiming at exploiting all types of available information
to increase performance. It is expected that future research efforts will start from
this basis and proceed to demonstrate the improvements on the field, possibly
specialize the approach to the specific waveforms available, and include additional
information from the environment.

This also concludes Part III – Passive and Multistatic Radar, which represents
an overview of novel radar techniques and applications that have characterized the
last decade of research in this area, where the different chapters build a unified
frame. This makes it of great interest to engineers, mathematicians, physicists who
seek an introduction to the state of the art in multistatic and passive radar and their
applications. Although it is not explicitly structured as a basic comprehensive
treatment of the subject, it certainly provides enough material to allow a reader with
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an elementary comprehension of the radar to understand the state of the art of
multistatic and passive radar.

As discussed above, this Part III opens with an important update on bistatic
clutter characterization, which accounts for the emphasis that this topic has
received for its clear impact on the prediction of the bistatic radar performance.
After focusing on the recent investigations on the potentialities of the extreme
bistatic geometry, namely the forward scatter case, and on the potentialities to
exploit the transmitted and scattered signals to achieve interior building imaging,
the attention is concentrated on the advances in the techniques and applications for
a specific type of bistatic radar, known as passive radar.

Specifically, three main topics are addressed that received a significant atten-
tion in these last years: (i) short-/medium-range surveillance, (ii) exploitation of
space-based illuminators for passive radar imaging and (iii) airborne passive radar
applications, there including passive SAR imaging with surface-based transmitters
of opportunity and airborne clutter cancellation using passive radar with multiple
antennas.

Finally, the exploitation of multistatic passive radar is considered, there
including the recent approaches to jointly exploit waveforms of opportunity of
different types and characteristics. This is followed by the presentation of the recent
results on the potentialities of a full MIMO passive radar system to optimize the
detection probability, which paves the way for a full exploitation of the intrinsic
passive radar characteristics.

Each chapter is organized to represent an independent entity so that readers
interested in a specific topic can easily select the individual chapter. This makes it
appealing also to scientists and engineers that require in-depth knowledge of specific
novel techniques or applications. In fact, the presentation of each chapter is based on
the recent research work of the authors and their co-workers and includes many
references to technical papers published in international journals and conferences.

Clearly, the act of reading this Part III will not provide a comprehensive reper-
toire of all the knowledge and skills needed to become a scientist able to operate in the
multistatic radar field. This would require to read the vast literature on this subject
that can be found easily in the internet. However, the individual chapter provides a
guide to enter into this literature with an overall vision of the topic. Without the
pretence to be comprehensive, due to the high number of important contributions in
the Passive and Bistatic Radar area, the selected chapters provide this guidance for
some of the main topics in this field that characterized the last decade.
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Chapter 12

Bistatic clutter modelling

Hugh Griffiths* and Riccardo Palamà*

Abstract

This chapter addresses the study of the properties of bistatic clutter, compared with
monostatic with a particular focus on recent results from analysis of real sea clutter
data. Clutter is usually defined as the unwanted radar returns from land, sea, rainfall or
other phenomena, which may mask the echoes from targets, and its models usually
reproduce the normalized radar cross section, spatial and temporal correlation prop-
erties, statistical variability and Doppler spectrum. Such models are important in
order to develop target detection techniques and evaluate their performance under
variable environmental conditions. The properties of monostatic clutter are influ-
enced by radar parameters – i.e. frequency, resolution cell size, incidence angle and
polarization – and environmental conditions. In the case of sea clutter, important
environmental parameters are: wind and wave direction, level of development of
the sea and depth of the sea. On the other hand, bistatic clutter is heavily influenced by
the system geometry, i.e. the relative position of the radar receivers with respect to the
transmitters, resulting in new degrees of freedom to include in future models.

12.1 Radar clutter

Radar clutter has been studied since the earliest days of radar. Clutter may be
defined as the unwanted radar returns from land, sea, rainfall or other phenomena
which potentially mask desired echoes from targets. Of course, for a remote-
sensing radar, the clutter itself represents the desired echoes.

Clutter is highly variable in its nature. It depends first of all on the properties of
the surface, and in particular, on the surface roughness with respect to the radar
wavelength. As well as this, it depends on the parameters of the radar: frequency, the
resolution cell size, the incidence angle and the polarization. In addition, sea clutter
depends on the direction of look of the radar with respect to wind and wave directions,
and on the extent to which the sea is developed – that is, the distance and time over
which wind will have been interacting with the sea surface. Furthermore, shallow
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water will influence the wave spectrum. In this respect, there may be a significant
difference between sea clutter in littoral regions and that in the open ocean.

Figure 12.1 shows some examples of different land and sea surfaces. It is
instructive to imagine the scattering of a microwave radar signal from each of these
surface types.

A knowledge of the properties of radar clutter is valuable to the radar designer
for several reasons. First, it allows the detection performance as a function of radar,
target and clutter properties to be predicted and comparative performance assess-
ments to be made. Second, it allows the detection processing to be optimized. And
third, for acceptance purposes, it allows radar performance to be assessed over a
range of conditions, since it would generally be impractical to carry out acceptance
tests over the full range of conditions.

A great deal of effort has been expended in developing monostatic radar clutter
models for these purposes. Such models may be empirical – i.e. based on experimental
measurements, or theoretical, based on electromagnetic scattering calculations, or
some combination of both – and of course, both approaches should ideally lead to the
same results. Models may be developed to reproduce: (i) the normalized radar cross
section (NRCS), (ii) spatial and temporal correlation properties, (iii) the statistical
variability and (iv) the Doppler spectrum. It is important to realize, though, that such
models are an attempt to represent reality, which they may do well, or not so well.1

1To paraphrase the statistician George Box: ‘All models are wrong, but some are useful’ [2].

Figure 12.1 Different land and sea surfaces. The nature of the radar clutter from
each will be quite different. � 2014 SciTech/IET. Reprinted with
permission from [1]
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Well-regarded books describing these clutter models and measurements for
monostatic radar include [3–5].

The rest of the chapter is structured as follows: Section 12.2 provides a brief
review of models that have been developed for monostatic radar clutter, then
Section 12.3 considers how these may be extended to cover bistatic radar clutter.
This is followed by a discussion of the special case of forward scatter. Sections 12.5
and 12.6 cover, respectively, the measurement and modelling of bistatic radar
clutter, and the final section provides a summary of the key points and results.

12.2 Clutter models

12.2.1 Mean reflectivity
The mean reflectivity of clutter is characterized in terms of the NRCS s0 ¼ s=A,
where s is the clutter RCS, and A is the clutter cell area. In a monostatic radar, this
area is the product of the range resolution c=2Bð Þsecj and the azimuth resolution
RqB, where B is the radar signal bandwidth, j is the grazing angle and R is the
range. In a bistatic radar, the definition of the clutter cell area is more complicated,
as discussed in the next section. In a monostatic radar, s0 is known as the back-
scatter coefficient. In a bistatic radar, the term backscatter coefficient is not
appropriate, so the term scattering coefficient is used instead. Other terms that are
used are Normalized Monostatic Radar Cross Section (NMRCS) and Normalized
Bistatic Radar Cross Section (NBRCS), respectively.

The variation of s0 with grazing angle j typically follows the form shown in
Figure 12.2. Three distinct regions can be identified: at very low grazing angles, the
backscatter falls rapidly, and this is known as the interference region. As the grazing

Plateau region

V pol

H pol

Quasi-specular region

80604020

Interference region

s0(dB)

Grazing angle, degrees

Figure 12.2 Typical variation of clutter reflectivity as a function of grazing angle and
polarization. � 2014 SciTech/IET. Reprinted with permission from [1]
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angle increases, a plateau region is reached. Beyond this, there is a rapid rise in
backscatter, peaking at normal incidence to the ground (the quasi-specular region).

In the plateau region, s0 depends approximately on the sine of the grazing
angle j, and a useful guide to values of s0 for different types of terrain is given by
the constant g model

g ¼ s0

sin j
(12.1)

Some typical values of s0 and g for different types of surface are given in Table 12.1.
These correspond to a radar frequency of 10 GHz and a grazing angle of 10�.

12.2.2 Clutter statistics
The overall clutter echo will be the vector sum of contributions from all of the
scatterers within the clutter cell. If there is a large number of these, all of com-
parable amplitude and random in phase, then the central limit theorem indicates
that the PDF of the clutter amplitude will be Rayleigh distributed:

p xð Þ ¼ x

s2
exp � x2

2s2

� �
x � 0 (12.2)

However, at low grazing angles and high resolution, it is found that there is a higher
probability of a large clutter amplitude, in other words that the clutter is spikier. The
presence of large discrete scatterers may give the same effect. Figure 12.3 shows this
effect: the two distributions have the same mean value, but the lower one has a
higher probability of a high amplitude and hence a longer tail to the distribution.

Several other models have been developed over the years to attempt to represent
these distributions, and these are described extensively in the literature [3–5]. The
most successful of these are based on a compound approach, in which the overall
clutter is represented as the product of an underlying texture and a speckle term.

Of these, the K-distribution and its variants [5] have been particularly successful
and widely used. This represents the clutter as the product of an underlying chi-
distributed texture and a Rayleigh-distributed speckle. The speckle is represented by

p xð j yÞ ¼ px

2y2
exp �px2

4y2

� �
for 0 < x < 1 (12.3)

Table 12.1 Typical values of s0 and g for different types of surface
[1], for 10 degree grazing angle and 10 GHz frequency

s0 dB m2/m2 gdB m2/m2

Smooth water �53 �45.4
Desert �20 �12.4
Wooded area �15 �7.4
Cities �7 0.6

538 Novel radar techniques and applications – volume 1



and the texture by

p yð Þ ¼ 2b

G nð Þ bnð Þ2n�1exp �b2y2
� �

(12.4)

giving

p xð Þ ¼ 4c

G nð Þ cxð ÞnKn�1 2cxð Þ (12.5)

where c ¼ b
ffiffiffiffiffiffiffiffi
p=4

p
is a scale parameter, n is a shape parameter, G(.) is the gamma

function and Kn(.) is the modified Bessel function of the third kind of order n.
For n¼?, the expression reduces to the Rayleigh distribution. Low values of
shape parameter n (<1) indicate spiky clutter.

12.3 Bistatic clutter models

12.3.1 Bistatic geometry
Bistatic clutter depends on all of the same parameters of the surface and of the
radar as monostatic clutter, plus the variables associated with the bistatic geometry
(Figure 12.4).

Here, qi and qs are the incidence angles of the transmitter and receiver,
respectively. If the transmitter, receiver and clutter patch lie in the same vertical
plane, the angle f is 180�, and the geometry is referred to as ‘in-plane.’ In the more
general case, f is not equal to 180�. Also shown is the bistatic angle b at the target
or clutter patch formed by the transmitter and receiver, and

b ¼ cos�1 sin qi sin qs � cos qi cos qs cos fð Þ (12.6)
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Figure 12.3 The upper left-hand plot shows Rayleigh-distributed noise. The lower
left-hand plot shows spiky clutter with the same mean value. The
right-hand plot shows the PDFs of the two distributions, and the PDF
of the spiky clutter has a longer tail. � 2014 SciTech/IET. Reprinted
with permission from [1]
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In the in-plane configuration, b ¼ qs � qi. At low grazing angles, qi and qs are both
close to 0� and b � 180� � f. The monostatic case corresponds to qi ¼ qs and
f ¼ 180�. Note that for the monostatic condition f ¼180� and not 0� as might be
expected. This has been chosen to be consistent with the convention adopted by
many of the measurement campaigns.

In addition to these effects, the shape of the clutter cell is more complicated
than with monostatic radar. In the monostatic configuration (Figure 12.5(a)) the
clutter cell is approximately rectangular, formed by the product of the two-way
antenna radiation pattern in the azimuth direction and the compressed pulse
in the range direction, projected onto the surface. In the bistatic configuration
(Figure 12.5(b)), the clutter cell is the product of the individual beam patterns of the
transmit and receive antennas and the pulse, expanding in the form of an elliptical
shell, and projected onto the surface. In both cases, it is necessary to know the
antenna beam patterns and the compressed pulse shapes quite accurately.

12.3.2 Bistatic sea clutter
Reliable measurements of bistatic clutter are difficult to make. References [7,8] provide
lists of bistatic clutter measurement campaigns since the 1960s, which show mea-
surements of a range of different surface types (sea, bare land, land with different types
of vegetation), frequencies (from L-band to X-band), polarizations and bistatic geo-
metries. Inevitably, each set of measurements can only hope to cover a small number of
parameters, so it is not easy to draw general conclusions from any individual set.

As an example, Figure 12.6 shows the results from some in-plane X-band
measurements made by the GEC company in the United Kingdom in the 1960s of
the scattering from the sea surface, at horizontal polarization and with a 20 knot
wind speed [9]. These measurements used two aircraft – one for the transmitter and
one for the receiver – and Continuous Wave (CW) transmissions. There does not
appear to have been any attempt to calibrate the measurements.
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Figure 12.4 Co-ordinate system for bistatic clutter measurements [6]
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The plot shows the scattering coefficient s0 as a function of the transmit
and receive incidence angles q1 and q2. If q1 ¼ q2 the geometry reduces to the
monostatic case, so the left-hand red diagonal line shows the variation of monostatic
s0 from grazing incidence at the top left corner to normal incidence at the bottom.
If q2 ¼ 180 � q1ð Þ the geometry is specular, so the right-hand red diagonal line shows
the variation of specular s0 from normal incidence at the bottom to grazing incidence at
the top right. It can be seen that the value of s0 has a maximum along this so-called
specular ridge, which itself has a maximum at grazing incidence.

Figure 12.7 shows measurements in the same geometry, but now at vertical
polarization. In comparing the results for the two polarizations, it can be seen that
the range of values in Figure 12.7 is several dB higher, and the largest values of s0

are achieved for low values of q1 and large values of q2.
Other in-plane sea clutter measurements were made by Pidgeon [10] and more

recently by Kochanski et al. [11]. These have shown that the smaller of the trans-
mitter and receiver grazing angles tends to dominate the resulting NRCS. To
develop a model that represents this behaviour, Willis [7] has analysed the Dom-
ville data (Figures 12.6 and 12.7) using Barton’s model for bistatic land clutter
[12], which is of the form:

s0
B ¼ g

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin q1ð Þsin q2ð Þ

p
(12.7)

where g is as defined in (12.2).
Equation (12.7) is the geometric mean of the NMRCSs (derived using

the constant gamma clutter model) that would be obtained by radars positioned at the
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transmitter and the receiver. This may be improved [13] by using a more accurate
description of the mono-static clutter, such as the Georgia Institute of Technology
(GIT) model [14]. For the in-plane backscattering case, the NBRCS is given by

s0
B ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s0

M q1ð Þs0
M q2ð Þ

q
(12.8)

where s0
M q1ð Þ and s0

M q2ð Þ are the co-polarized GIT NMRCSs from the transmitter
and receiver positions, respectively, in m2/m2. Figure 12.8 shows contour plots of
the scattering predicted by this model at (a) horizontal polarization and (b) vertical
polarization.

12.3.2.1 Out-of-plane bistatic sea clutter
In order to extend the model to out-of-plane scattering, we need firstly to account
for the effect of different transmitter and receiver azimuth angles in the terms in
(12.8). The NMRCS of the sea surface depends on the angle between antenna
boresight and the direction of the wind, sea and swell. The effect of this on the
equivalent NMRCS from the transmitter and receiver positions in (12.8) can be
calculated using the GIT model.

There are then two further effects to be modelled. The first is the reduction of
the co-polarized scattered component with increasing azimuth angle difference due
to the clutter-scattering polar diagram (e.g. it has been suggested in [15] that sea
spikes – large intermittent returns in sea clutter – have a narrow bi-static polar
diagram). The second effect of azimuth angle difference is the increase in the cross-
polar component. Both of these effects can be attributed to ‘skew de-polarization’,
which can be thought of as projection of the EM fields from the frame of the
transmitting antenna to the frame of the receiving antenna. This projection process
will decrease the co-polar contribution and will allow the cross-polarized scattered
clutter component to enter the co-polar radar channel and therefore to contribute to
the NBRCS. For this purpose, we propose the use of multiplying sinusoidal func-
tions to model the above effects. For the co-polar contribution, we propose the use
of cos jð Þj jm, where m is adjusted to match the data, the function will have a
maximum of 1 for in-plane geometries. As the contribution of the cross-polar
component is zero at j ¼ 0� or 180º and maximum at 90º or 270º, a candidate
multiplying function k sin jð Þj jn is chosen, with n and k adjusted to fit the data. For
the monostatic cross-polar signal, Long’s model [16] is used:

s0
Mx dBð Þ ¼ 29:8 logð0:5144vwÞ þ 6 cosðfwÞ � 84:7 (12.9)

where jw is the angle between the radar line of sight and the wind, vw is the wind
speed and s0

Mx is the cross-polar NMRCS. Thus, assuming that the two contributions
add incoherently, the overall model is given by

s0
BðdBÞ ¼ 10 log10

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s0

M q1; 0ð Þs0
M q2;jð Þ

p
jcos jð Þjm

h
þ k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s0

Mx q1; 0ð Þs0
Mx q2;jð Þ

p
jsin jð Þjn

i
k;m; n > 0 (12.10)

Different combinations of parameters are found to provide best fits to data.
In (12.10), m is used to control the slope of s0

B for small azimuth differences.
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n and k are used to control the contribution of the cross-polarized component and,
thus, they dominate at larger azimuth differences.

12.3.3 Bistatic land clutter
Figures 12.9–12.11 show equivalent results to those of Figures 12.6 and 12.7 for
forested land, urban land and rural land, all at vertical polarization. The same
interpretation is appropriate.
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In the case of forested land, the values of the in-plane scattering coefficient
show a circular symmetry, i.e. they are independent on the bistatic angle, which
might be expected, due to the uniform nature of the forested surface. In general, the
minimum value is achieved if both the transmit and receive look angles are zero,
whereas there are peaks at normal incidence (q1; q2 ¼ 90 degrees) and at forward
scatter.

Forward scatter contribution is dominant for both urban and rural land scattering.
The maximum forward-to-bistatic power ratio is about 25 dB and 31 dB for urban
and rural land, respectively.

12.3.4 Statistical properties of bistatic clutter
There have been rather few measurements of the statistical properties of bistatic
clutter. Ewell and Zehner [17,18] reported low grazing angle measurements of
sea clutter at 9.38 GHz, using a pulsed land-based transmitter and a land-
based receiver. Their results indicate that the amplitude distributions of both the
monostatic and bistatic clutter were mostly well approximated by lognormal dis-
tributions, and also that that there was a tendency for the monostatic clutter echoes
to be of larger amplitude than the equivalent bistatic clutter. Yates [19] fitted the
compound K-distribution model to measurements of simultaneous monostatic and
bistatic SAR imagery of land scenes. Her results showed that the K-distribution
gave a good fit, but more importantly, that the shape parameter n was consistently
higher for the bistatic imagery than for the monostatic imagery – in other words,
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that the bistatic clutter was less ‘spiky’. The effect is shown in the SAR images in
Figure 12.12. The target scene in this case is a small village in south-west England,
and the frequency is in X-band. The monostatic image on the left shows a number
of strong scattering features, which are due to the dihedral and trihedrals formed
from the vertical walls of buildings and the ground (Figures 12.13 and 12.14). The
same features in the bistatic image on the right (in which the bistatic angle is
approximately 70�) do not show such strong scattering.

Similar effects have been observed in monostatic and bistatic VHF SAR
images of forested regions, in which the dihedrals are formed by vertical tree trunks
and horizontal ground [20–22].

If this is more generally true, it would have important implications for
the optimum detection of small targets against clutter. These ideas are developed
further in Chapter 6 of Part I of Volume 2 on Clutter Diversity.

Figure 12.12 Comparison of monostatic (left) and bistatic (right) X-band SAR
images of a village target scene [19]

Bistatic

Monostatic

The dihedral may be formed by
vertical building walls and horizontal
ground, or by vertical tree trunks or
vegetation

d

Radians
l /d

Figure 12.13 Dihedral scattering in bistatic radar
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12.3.5 Clutter in passive bistatic radar
There have been rather few measurements of the statistical properties of clutter
in passive bistatic radar. In [23], the authors address the analysis of ground
clutter data recorded by a passive radar system working at two different bands,
i.e. 1,872.2 MHz (with a GSM illuminator of opportunity) and 2,162.6 MHz (with a
UMTS transmitter). The measurement site was a rural area near Naples, Italy.
Clutter data are fitted to different statistical different distributions, including the K,
Weibull and two-state Weibull–Rayleigh model. Results of the goodness-of-fit
measurements show that the GSM data are best fitted to the aforementioned two-
state model, whereas the UMTS data are closer to the K model.

An FM-based airborne passive radar demonstrator was employed to collect
ground clutter data in the South of England [24]. In particular, the presence of a
mobile platform allowed several measurements over a range of bistatic angles
included between 20 and 160�. Results reveal that the clutter power is minimum for
bistatic angle of about 60� and increases by moving from this minimum point.

The work published by Malanowski et al. [25] analyses bistatic VHF ground
clutter from FM-based passive radar, using three different data sets, associated to
the systems developed at the NATO C3 Agency (formerly NC3A, now NATO
Communications and Information Agency (NCIA)), the Warsaw University of
Technology and the ERA company. The data were pre-processed by filtering the
direct signal coming from the transmitter of opportunity, whose sidelobes are
otherwise likely to mask the clutter. Range profiles of the normalized clutter
reflectivity were computed, showing similar range-dependence for different
azimuth pointing angles (circular array antennas were employed to collect data
from different beam directions). Statistical analyses also show that in-phase and

Figure 12.14 ‘Urban trihedrals’ formed by vertical building walls and horizontal
ground
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quadrature clutter data fit the Gaussian distribution only on the ‘bell’ region,
whereas major deviations appear in the tail areas.

Recent work published by researchers from University of Alcalà, Spain
[26] addresses the statistical analysis of sea clutter data recorded by a DVB-T
(digital television) passive radar demonstrator. The data are split into three different
Doppler regions, a first region containing Doppler frequencies between �800 and
�100 Hz, a central region associated with the interval (�100, 100 Hz), and a third
region, symmetric to the first one. In the first and second regions, square clutter
amplitude is best fitted to the exponential distribution, whereas in the third region
the log-normal distribution seems to be the closest one.

12.4 Forward scatter

The forward scatter geometry is a special case of bistatic radar, in which the target
lies on or close to the bistatic baseline between the transmitter and receiver. This
can result in substantial enhancement of the target RCS. However, the clutter level
is also very high, both because the scattering at grazing incidence is high and
because the clutter cell area is very large. Thus, in a radar which exploits the
forward scatter geometry, target detection is likely to be clutter-limited rather than
noise-limited.

12.4.1 Target echo signal and clutter
The forward-scattered signal from a target of forward scatter RCS sFS at range RT

from the transmitter and lying on the baseline between the transmitter and receiver
(Figure 12.15) is given by the following equation:

PR ¼ PT GT GRl2sFS

4pð Þ3R2
T d � RTð Þ2 (12.11)

where PT is the transmit power, GT is the transmit antenna gain, GR is the receive
antenna gain, l is the radar wavelength and d is the baseline range from transmitter
to receiver.

Transmitter
Target

Receiver

RT d – RT

sFS

d

Figure 12.15 Free-space forward scatter geometry
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This has a minimum value when the target lies equidistant between transmitter
and receiver, and maximum when the target is either close to the transmitter or
close to the receiver.

In the presence of surface clutter, the situation becomes more complicated. We
consider the situation where the target is over the sea surface. The clutter signal will
in general consist of a coherent contribution and an incoherent contribution
(Figure 12.16).

Reference [27] explains that the diffuse scattering originates from an extended
region of the sea surface and consists of two main contributions. The first con-
tribution comes from a ‘glistening’ surface, which consists of small facets that
reflect EM energy towards the receiver, depending on their orientation and size.
A second contribution to the incoherent component is due to a ‘wide-angle’
scattering, occurring outside the glistening surface, as a result of capillary waves,
spray and breaking waves (similarly to the monostatic sea clutter). Figure 12.17
illustrates this distinction in terms of scattering of sunlight from the sea surface.

In general, the diffuse component depends on the sea surface roughness, thus
the computation of this quantity considers mathematical and statistical models of
the sea surface.

Figure 12.17 Glistening and diffuse scattering of sunlight from the sea surface

ht

d

hr

Figure 12.16 Forward scatter over the sea surface. The clutter will consist of a
coherent contribution and a non-coherent (diffuse) contribution

550 Novel radar techniques and applications – volume 1



The sea surface height distribution H may be modelled as Gaussian-
distributed, i.e. H � Nð0; s2

HÞ, where s2
H is the mean square wave height ((246) of

[28]), giving

rS ¼ exp � 1
2

4psH sin g
l

� �2
" #

(12.12)

where g is the grazing angle.
From this starting point, the authors develop a model for the sea surface as a

two-dimensional Gaussian surface, numerically integrating the values of rS over the
glistening surface. Calculation of the wave slope distribution allows the reflectivity
to be evaluated as a function of sea state [28]. It is found that unless shadowing is
taken into account, this method overestimates the scattering at all but low sea states
(Figure 12.18). This can be done by including a ‘shadowing factor’ which determines
the proportion of scatterers that are visible to both transmitter and receiver.

According to [27], the coherent reflection coefficient is given by:

rc ¼ r0 : rs : D (12.13)

where r0 is the Fresnel reflection coefficient for water which in turn depends on the
polarization, incidence angle and the permittivity and permeability of seawater, rS

is the additional rough surface reflection coefficient (integrated over a surface
much smaller than the glistening area) and D is the divergence factor ([28], p245).

The value of the Fresnel reflection coefficient depends heavily on the polar-
ization and on the grazing angle. In general, the coherent reflection coefficient
decreases with increasing grazing angle, and the slope decreases with higher
sea states.

12.4.2 Experimental measurements
Researchers from the University of Birmingham, United Kingdom, have made
measurements of the forward scattered sea clutter power at low grazing angles at a
number of locations, distances and sea states, at 7.5 and 24 GHz [29]. They found
that the coherent component of clutter power is given quite accurately by the two-
ray propagation model:

Pcoherent ¼ PtGtGr
h2

t h2
r

d4
(12.14)

where ht and hr are the heights of the transmit and receive antennas, respectively,
above the mean sea surface, as shown in Figure 12.16. Figure 12.19 shows the

Figure 12.18 Shadowing
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behaviour of the coherent and incoherent clutter power as a function of range (d),
measured at 7.5 GHz. The values of coherent power decrease with the fourth power
of the range, as in (12.14), whereas the incoherent power decreases with higher
rate, close to the sixth power of d.

In [29], the authors analyse the spectral and statistical properties of forward-
scatter sea clutter data. The coherent clutter component is due to a specular
scattering from a stationary micro-surface, which originates a zero-Doppler
contribution. On the other hand, the incoherent component is associated to a diffuse
scattering from a wide surface, which contains moving particles, thus originating a
signal with non-negligible Doppler bandwidth. Hence, the Doppler spectrum of
forward-scatter sea clutter shows a strong zero-Doppler component, together with a
decreasing behaviour as a function of Doppler frequency – which is well approxi-
mated by a slope of 35–40 dB per decade. Furthermore, this behaviour of the clutter
Doppler spectrum appears as quite invariant to the radar parameters and sea
conditions. From a statistical point of view, clutter samples seem to be Gaussian-
distributed, which is probably due to the very large dimension of one clutter cell in
forward-scatter geometry, thus containing a large number of strong scatterers. The
conclusions about the independence of the Doppler spectrum from radar parameters
and environmental conditions and about the Gaussianity of clutter samples are
likely to improve target detection performance, but they deserve further investi-
gations in order to be thoroughly validated.

12.5 Bistatic clutter measurements

12.5.1 Practical considerations in bistatic radar trials
It has already been remarked that reliable bistatic clutter measurements are diffi-
cult to make. It is necessary to know the exact locations of transmitter and receiver,
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and to have accurate time and phase synchronization between the nodes – typically
achieved by landline connection, or by atomic clocks and/or GPS-disciplined
oscillators (GPSDOs).

Other factors include [13]:

● The measurement receiver(s) must be thoroughly characterized, and linear
with adequate dynamic range;

● Simultaneous measurements should also be made of monostatic clutter, so
that a direct comparison can be made;

● Simultaneous measurements should be made of ‘ground truth’ and meteor-
ological data (i.e. wind speed and direction, and for sea clutter measurements
of sea state, swell direction and wavelength, currents and so on, typically
obtained using Waverider buoys, as well as the depth and bathymetry);

● Equally, simultaneous, time-stamped video imagery should be obtained of the
sea surface, to provide an indication of breaking wave phenomena;

● The antenna boresights should be accurately calibrated, to be certain that the
two antennas are pointing at the correct patch of surface. It is also necessary to
know the beam shapes and pulse shapes so as to be able to calculate the NRCS
accurately;

● All measurements should be properly calibrated [30]. With monostatic radar
measurements, this can be done using a trihedral corner reflector calibration
target, which gives a substantial RCS (s ¼ 4pA2=l2, where A is the area),
essentially independent of aspect angle. Other approaches include transponders
or Van Atta (retro-directive) arrays, but in general, the more complicated the
calibration target, the greater the uncertainty in RCS. With bistatic radar, the
situation is more difficult, since there are few simple targets that give a large,
constant RCS independent of bistatic angle. One good candidate is a large
metallized sphere whose radius r is much greater than the wavelength l, and for
which the bistatic RCS is equal to the physical silhouette area, pr2. If the
measurements are all to be made in the horizontal plane, a vertical cylinder will
give a larger RCS of ðprl2 cosb=2Þ=l in the plane perpendicular to the axis of
the cylinder, where b is the bistatic angle, and l is the length of the cylinder.

● Polarimetric bistatic calibration is even more complicated and is likely to need
a range of different calibration targets.

Some recent measurements of bistatic sea clutter were obtained by researchers at
University College London using the NetRAD multistatic radar sensor. This oper-
ates at S-band (2.4 GHz) and consists of three independent transmit/receive nodes.
In its earlier versions, it was necessary for the nodes to be connected by cable to
achieve synchronization, but later, this was achieved by GPSDOs at each node and
wireless links for control and data transfer, which allowed greater flexibility and
greater separation in their deployment. The GPSDOs were developed by collabora-
tors at the University of Cape Town in South Africa; the wider issues of synchroni-
zation in a radar network are discussed in Chapter 2 of Part I of Volume 2.

A very important feature is that this system is able to make simultaneous
measurements of bistatic and monostatic scattering from clutter or from a target,
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which allows a direct comparison to be made. Table 12.2 lists some of the key
parameters of the NetRAD system, and Figure 12.20 shows some aspects of the
hardware deployed in trials.

The NetRAD radar was used in 2011 and 2012 to make measurements of
bistatic sea clutter and target signatures, in the Western Cape area of South Africa.
A full account of the measurements and the results is provided in [31–33], but a
short summary is provided below.

In these experiments, two nodes were deployed, one operating monostatically
and the other as a bistatic receive-only node (Figure 12.10). The node separation
was 2 km. By varying the pointing angle of the antennas, the bistatic angle b could
be varied from a relatively small value to close to forward scatter. In this case,
results are presented for three values of b: 30, 60 and 90º.

Table 12.2 NetRAD parameters

Parameter Value

Frequency 2.4 GHz
Transmit power 500 W
Antenna gain 27 dBi
Antenna beamwidth 9� (az) � 11� (el)
Signal bandwidth 50 MHz
PRF 1 kHz

Figure 12.20 Pictures of the NetRAD multistatic radar system in use in trials.
Clockwise from top left: transmit equipment in van; operator
position; vernier scale for antenna alignment; telescope for antenna
alignment; GPSDO
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Measurements were made at both horizontal and vertical polarization.
Figure 12.22 shows the result of fitting a variant of the K-distribution model
(‘Kþnoise’) to the measured data at vertical polarization and at a bistatic angle
b¼ 30º. This variant allows for a finite clutter-to-noise ratio [34]. It can be seen
that the fit of the model to these measurements – particularly to the bistatic data on
the right – is very good, showing that the Kþnoise model is a good representation
in this case.

Table 12.3 presents results at three values of bistatic angle b, as shown in
Figure 12.21 (30, 60 and 90�). The final two columns on the right hand side show
the values of monostatic shape parameter nM and bistatic shape parameter nB for
these three angles, and in each case, again, the shape parameter n is lower for the
monostatic clutter than the equivalent bistatic clutter, showing that the bistatic
clutter is less spiky (shorter-tailed) than the equivalent monostatic clutter.

In a separate experiment, Figure 12.23 shows fits for monostatic and bistatic
clutter, for both HH and VV polarizations, at a bistatic angle of 17�. For both
polarizations, it can be seen that the value of the shape parameter n is lower for the

Table 12.3 Summary of results at bistatic angles of 30, 60 and 90� [31]

RM m b s0
M dBm2/m2 s0

B dBm2/m2 CNRM dB CNRB dB nM nB

805 30� �59.2 �58.7 18.1 21.5 0.93 3.11
417 60� �47.1 �47.6 36.9 40.2 0.22 0.48
295 90� �44.1 �55.8 41.1 35.6 0.17 1.04

N Transmitter/
receiver

Receiver

b = 90°

b = 60
°

b = 30°

Figure 12.21 Geometry for sea clutter trials. The separation between the two
nodes was 2 km. � 2011 IET. Reprinted with permission from [31]
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with permission from [35]

556 Novel radar techniques and applications – volume 1



monostatic clutter than the equivalent bistatic clutter, showing that the bistatic
clutter is less spiky (shorter-tailed) than the equivalent monostatic clutter.

Although this effect has been observed consistently in trials in several loca-
tions and sea conditions, it is too early to say that it may be a general result, and
more measurements and analysis are certainly needed. However, the significance
and potential utility of these results is discussed further in Chapter 6 of Part I of
Volume 2 on Clutter Diversity.

12.5.2 Clutter spikes
These data sets have been further analysed by researchers at the University of Pisa
[36,37]. In particular, they investigate the distributions of spike width and interval
between spikes for simultaneously recorded bistatic and monostatic clutter, at
both HH and VV polarization. Figure 12.24 shows the maps of the received power
as a function of range and slow time. The raw data are processed through a clas-
sification algorithm in order to separate the spiky samples from the background,
giving the opportunity of analysing the properties of the sea spikes. They find
that both the spike width and, for a lesser extent, the interval between spikes are
reasonably well represented by exponential distributions. They observe that the
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number of spikes is lower in the bistatic data compared to the monostatic, but the
difference is quite small for VV polarization.

For the bistatic data, spikes are separated by larger intervals for VV polariza-
tion than for HH polarization, even though the width and the number of spikes is
smaller for HH data. In other word, the analysis reveals that spikes last longer and
are less frequent in the bistatic configuration. A comparison between the two
polarizations reveals that the HH-polarized data have shorter and more separated
spikes than VV data, both for bistatic and monostatic node.

12.6 Summary

This chapter has reviewed the properties of bistatic radar clutter and drawn
together some recent results on the subject. Bistatic clutter is certainly more
complicated than monostatic clutter, because it depends not only on the para-
meters of the radar and of the surface but also on the parameters associated with
the bistatic geometry. It is desirable to develop models of the bistatic clutter,
to allow detection performance to be evaluated and optimized, and for use in
acceptance testing, and models may be developed to represent the NRCS, spatial
and temporal correlation properties, the statistical variability, and the Doppler
spectrum. Despite this, current understanding of the properties of bistatic clutter is
limited at best.

Forward scatter is a special case of the bistatic geometry and can result in
substantial enhancement of the target RCS. However, the clutter level is also very
high, both because s0 at grazing incidence is high, and because the clutter cell area
is very large.

An empirical approach to modelling of bistatic sea clutter has shown that the
NRCS of both in-plane and out-of-plane sea clutter can be modelled to a fair degree
of confidence.

The results of this chapter are developed further in Chapter 6 of Part I of
Volume 2 on Clutter Diversity, where it is shown that an understanding of
the dependence of the clutter and target signatures on bistatic geometry may be
used to determine the optimum geometry for target detection against a clutter
background.
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Chapter 13

Forward scatter radar

Marina Gashinova1, Liam Daniel1, Alexander Myakinkov2

and Mikhail Cherniakov1

Abstract

Forward scatter radar (FSR) is historically thought of as the first type of bistatic
radar. Research on FSR has been predominantly focussed on its ability to serve as
an electronic fence, and it has already proven the FSR’s excellent detection and
target motion parameter estimation capabilities. Recently, a wave of interest has
emerged in FSR; first, this is a consequence of the introduction of ‘stealth’ targets.
These targets have a significantly reduced radar cross-section (RCS) because of
their specific shapes and/or coatings which may greatly suppress backscattering,
yet their shadows will still render them perfectly ‘visible’ to FSR. Second, interest in
FSR has appeared because of the establishment of passive coherent location concepts
where illuminators of opportunity are used to form a bistatic radar network.

This chapter provides an overview of FSR, theory and phenomenology and
further discusses its capabilities and limitations.

13.1 Introduction

Forward scatter radar (FSR) is historically thought of as the first type of bistatic
radar. There is however a fundamental difference; while FSR could be viewed as
subclass of bistatic radar where the bistatic angle is close to 180�, the physical
operational principle is essentially different from that of bistatic radar. In FSR the
target signature is formed as a result of interference between the direct path (or
leakage) signal and the scattered signal from the target, called shadow radiation.
While the target is in motion the scattering mechanism undergoes a fundamental
change—bistatic scattering (mainly of the reflective nature) when the receiver is
outside the target main shadow lobe which transforms into purely shadow radiation at
the time when the target crosses the baseline casting shadow upon the receiver.

1Department of Electronic Electrical and Systems Engineering, The University of Birmingham, UK
2Nizhny Novgorod State Technical University, Russia



Because of such a mechanism, the research on FSR has predominantly focused on its
ability to serve as an electronic fence and FSR’s excellent detection and target
motion parameter estimation capabilities have already been proven.

Recently a wave of interest has emerged in FSR. Firstly, this is a consequence
of the introduction of ‘stealth’ targets. These targets have a significantly reduced
radar cross-section (RCS) because of their specific shapes and/or coatings which
may greatly suppress backscattering; yet their shadows will still render them visible
to FSR. Secondly, interest in FSR has appeared because of the establishment of
passive coherent location (PCL) concept where illuminators of opportunity are used
to form a bistatic radar network.

In this chapter, we initially discuss the topology of FSR in relation to mono and
bistatic radar, look at the phenomenology of FSR and explain the forward scatter
radar cross section and forward scatter effect as a manifestation of shadow radiation.
The target signature model is then described in Section 13.3 in fundamental terms
of a phase signature modulated by the forward scatter cross section (FSCS)
envelope. Power budget analysis for target detection and optimal signal processing
for target motion parameter estimation are presented and the performance of
experimental FSR systems is demonstrated with experimental results in diverse
ground and maritime scenarios. Section 13.4 is dedicated to the analysis and
characterisation of FSR clutter and Section 13.5 closes the chain of application
domains by giving the principles for airborne target detection and tracking, sup-
ported by experimental results.

13.2 Radar topology and electromagnetic wave
scattering mechanism

13.2.1 Monostatic, bistatic and forward scatter radar topology
The two main radar types as classified by their configurations are monostatic radar
which comprise the majority of modern radars and bistatic radar which are
currently the subject of intensive study. In monostatic radar, depicted in
Figure 13.1(a), both transmit (Tx) and receive (Rx) antennas are co-located and
point towards a region to observe a target (Tg) at a range Rms. In bistatic radar,
Figure 13.1(b), the distance between Tx and Rx antennas, d, referred also as the
baseline, is comparable with the ranges of the target to the transmitter, Rt and to
the receiver Rr. Three points, Tx, target and Rx, form a bistatic triangle which lie
in a bistatic plane.

There are three relevant angles in this plane, qt and qr, which are the trans-
mitter and the receiver look angles and b ¼ 180 � ðqt þ qrÞ is the bistatic angle.
Within the bistatic radar configurations, there is a special case, where Rt þ Rr � d
and consequently b � 180�, which is known as FSR and is shown in Figure 13.1(c),
this subclass of bistatic radar is the focus of this book chapter. Such radars are also
known in the literature as line radar, electronic fences and flutter radar [1,2], the
historical development and state of the art descriptions can be found in such texts as
[1,3]. The forward scatter (FS) topology lends itself towards systems where
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antennas face each other (when considering directional antennas) and target
detection occurs in spatial regions on or very close to the baseline. It is immediately
obvious that there is no range resolution in such a radar system – irrelevant of the
position of the targets along the baseline, all scattered signals as well as the direct
path signal (DPS) from the transmitter reach the receiver at the same time. This
observation also follows from the known equation for bistatic radar range resolu-
tion, DRy

bs, which is measured along the bi-sector of the bistatic angle and calcu-
lated as follows [1 (p.131)]:

DRy
bs �

DRbs

cosy
¼ c

2DF cos b=2ð Þcosy
(13.1)

where y is the second target’s angular deviation from the bistatic bisector of the
first target and DF is the ranging signal bandwidth. From (13.1), it follows that as
b ! 180�, DRy

bs ! 1, i.e. the range resolution is dramatically reduced and only
wide or ultra-wideband signals introduce some range resolution [4,5]. This obvious
drawback of FSR nevertheless gives rise to the reception of non-fluctuating target
signals even when scattered from highly manoeuvrable targets. As a result, the
maximum coherent analysis time in FSR is equal to the target visibility time Tv.
Thus, an absence of range resolution in FSR is partly compensated by enhanced
frequency (Doppler) resolution [6,7] which is considered in Section 13.2.2.1.

In FSR, the dominating physical principle of target observation is the forward
scattering of electromagnetic (EM) waves (also known in optics as shadowing), as
opposed to ‘backscattering’ in monostatic radar and bistatic radar, where in the
absence of a target, the transmitted signal does not arrive at the receiver input
unless there is a parasitic leakage signal (LS) present. In contrast, in FSR, the
transmitted signal is fundamentally acquired by the receiver, the DPS then serves as
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Figure 13.1 Overview of radar topologies. (a) Monostatic radar, (b) bistatic
radar and (c) forward scatter radar shown with a target (Tg)
crossing the baseline
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a carrier for modulation caused by scattering/shadowing from the target in the
forward direction when in the vicinity of the baseline. Target detection and motion
parameter estimation is therefore based on DPS perturbations as opposed to
received energy increase as in monostatic radar and bistatic radar. Thus in FSR, the
DPS presence is a necessary pre-requisite. Such signals can be acquired by different
technical ways: direct and scattered signal self-mixing with a square law detector
(SLD) [6,8], direct signal strength measurement [9] as well as use of a linear
receiver with quadrature channels [10–12].

The effect of EM shadowing and reflection can be described by the modern
physical theory of diffraction (PTD) developed by Ufimtsev [13] or by the geo-
metrical theory of diffraction [14]; in this chapter, only the PTD is considered.
According to the theory, the total scattered field ~Esc of an object can be described
by two constituent fields, the reflected field ~Eref and the shadow field ~Esh [15,16],

~Esc ¼ ~E ref þ~Esh (13.2)

and are illustrated in Figure 13.2.
The shadow field is so termed because it is most prominent in the spatial

regions which are geometrically shielded (shadowed) by the target, i.e. about the
axis directly behind the target in the FS direction. The shadow contour (silhouette)
defines the geometric boundary between the illuminated and non-illuminated sides
of the object.

A full shadow, i.e. zero field intensity, exists only directly behind the object, so-
called umbra region, and is referred to as the geometrical shadow, the phenomena
that can be described by means of geometrical optics [13 (p.11)]. In this region, the
shadow field is interpreted as a field equal to the incident field but having an opposite
phase such that the fields sum is equal to zero ~Esc ¼ ~Einc þ~Esh ¼ 0. This kind of
shadow is usually observed in optics where the wavelength is many orders less than
the object dimension. In FSR, the transmitted signal wavelengths are comparable or
of order less than target dimensions and due to diffraction effects the illuminating
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Figure 13.2 Pictorial interpretation of shadow radiation, the shadow field
Esh cancels the incident field Einc in regions that are in very
close proximity behind the target object
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field skirts the obstacles just reducing the strength of the incident field and what is
seen behind the object is known in optics as the penumbra. The smaller electrical
dimension of the object and the bigger distances between the receiver and the object,
the less will be the shadowing effect. In the far field, the shadow field ‘on axis’
takes the form of a field shifted by p=2 with respect to the incident field [16].
In [11], the typical ratio between the DPS and the scattered signal levels in the
forward direction has been analysed, i.e. the DPS strength modulation due to the
target presence in FSR, and this ratio, called signal-to-leakage ratio, was estimated
to be �40 to �80 dB.

Summarising from analysis in [13], the shadow field based on the PTD
assumptions:

● does not depend on the whole 3D shape of the scattering object and is
completely determined by the size and the geometry of the shadow contour
(shadow contour theorem).

● is independent of the material properties of the target object assuming of
course that this material is not fully transparent for EM waves.

13.2.2 Forward scatter cross-section
When analysing the FS effect, it is worth recalling the mechanisms of EM scattering
from objects classified by three regions: optical scattering, where the electrical
dimension of the object is large, i.e. geometrical dimension, D, is much greater than
the wavelength, l, D=l � 1; Mie or resonance region, where D/l� 1 and, finally,
the Rayleigh region where D=l � 1. In this section, being that the majority of
known FSR and related research has been considered in upper Mie and optical region
(see Table 13.1), we will consider these cases, but later the Rayleigh region will also
be discussed in brief.

In traditional radar, the target echo signal strength is specified by its RCS, s,
for both monostatic radar (sm) and bistatic radar (sb) cases, which is defined as:

s ¼ lim
R!1

4pR2 Escj j2
Eincj j2 m2

� �
(13.3)

where Einc and Esc are the electric field strength of the incident wave at the target
location and the strength of the scattered electric field in the direction of the
observation point correspondingly; R is the target range from the observation point.

In FSR, there is a similar parameter which specifies the signal strength at the
receiver – the forward scatter cross-section (FSCS), sfs, also measured in m2 or dB m2.

The FSCS pattern in the Mie and optical region for a target of three-dimensional
shape can be calculated by replacing the target with an appropriate plane shape of
area A, defined by the shadow contour. This is then replaced by a complementary
aperture [19 (p.41)]; the replacement is based on Babinet’s principle and is picto-
rially demonstrated in Figure 13.3.
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When the target is directly on the baseline, i.e. b ¼ 180�, the FSCS tends to its
maximum [15 (p.397)],

smax
fs ¼ 4p

A

l

� �2

(13.4)

coinciding with the monostatic RCS of a flat conductive surface normal to the
baseline and with a shape given by the target silhouette with an area A. From (13.4),
it is seen that FSCS increases as the fourth power of the target linear size and to a
the second power of the carrier frequency. Such rapid increase of forward scattering
intensity with frequency is known as the FS effect. At first glance, it highlights
advantages of FSR operation at high frequencies; however, the operational fre-
quency choice is actually defined by a number of other parameters considered later.

The monostatic RCS and FSCS of a conductive sphere of radius Rs are shown
in Figure 13.4 [20]. It is seen that starting from the Mie region, the mean normal-
ised monostatic RCS does not depend on the wavelength, whereas the FSCS rises
by 20 dB/decade. This essential increase in EM scattering in the FS direction has
been first derived analytically by Mie [21], and over the years, a large amount of
research has been performed in this area both experimentally and theoretically.

Table 13.1 EM operational regions of FSR

Reference Brief description Frequency
(MHz)

Targets �D/l Region

[1 (p.33)] Radar fences
investigated
before WWII
(Japan)

25–80 Aircraft:
10–20 m of
body length

2.0–5.0 Upper
Mie/low
optical

[2] Cold war period
anti-ballistic
missile fences,
e.g. AN/FPS 19,
AN/FPS 23
(US, Canada)

480–1,350 Long range
missiles:
10–20 m

27–75 Optical

[15 (Ch.19)] Modern anti-
stealth Russian
radar (RU)

430 Stealth Jet:
10–20 m

20 Optical

[7] Experimental
anti-stealth
radar (RU)

900 Fighter Jet:
10–20 m

40 Optical

[17] Experimental
radar for small
maritime targets
detection

7,000–
24,000

Inflatable boat:
3 m

75–225 Optical

[18] Experimental
radar for small
ground targets
detection

65–430 Typical vehicle,
e.g. 4�4: 4 m

1.0–5.0 Mie/upper
Mie/lower
optical
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Thus, in the upper Mie and optical region, we may expect sfs � sbs and
sfs � sms, where sbs=ms are the bi/monostatic RCSs. To illustrate this further,
Table 13.2 shows the estimated improvement in cross-section at different fre-
quencies for typical targets, where the coefficient g ¼ sfs=sm is the ratio of the
FSCS to its monostatic counterpart.

The physical interpretation of the enhancement of the FSCS in comparison
with monostatic RCS follows from the fact that according to the Huygens–Fresnel
principle, elementary secondary radiators contribute in phase to a total field at
an observation point laying on the baseline if this point is in a far field of the
secondary sources. Such a dramatic increase of RCS indicates the main advantage
of FSR in improving the radar power budget, meaning that it could be effective for
target detection in the case of (i) smaller target size, (ii) larger range to target or
(iii) less transmit power. The independence of the FSCS on target material, be
it metallic or dielectric, makes this system ideally suited for the detection of stealth
targets.

Plane wave
illumination

Target

Babinet’s theorem

Forward scatter

axis

Absorbing
screen

Complementary
aperture

Rx

Rx

Rx

Shadow contour
theorem

Tx(a)

(b)

(c)

Tx

Tx

Figure 13.3 Pictorial interpretation of replacement of a complex target with
equivalent radiating aperture. (a) Target of a complex 3D shape,
(b) equivalent 2D shadow silhouette, (c) silhouette replacement
by a complementary aperture in an infinite conductive surface.
Wave is planar on incidence with the target
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Equation (13.4) characterises the maximal value of FSCS, another parameter
of interest is the FSCS main lobe, which can also be estimated assuming a far-field
target/radar configuration. The angular width of the main lobe, qml

fs , in a certain
plane with respect to the target is proportional to the electrical length of the target,
i.e. the ratio of the maximal target effective dimension Deff in that plane and the
wavelength l,

qml
fs ¼ Kl

Deff
rad½ 	 (13.5)

Table 13.2 Comparison of RCS [22 (p.91)] and FSCS for selected targets
and frequencies

Carrier
frequency
(wavelength)
[MHz (m)]

Human
0.5 m2

RCS
A�1 m2

Vehicle
100 m2

RCS
A�8 m2

Tank
100 m2

RCS
A�15 m2

Fighter jet
1 m2 RCS
A�10 m2

Bomber
10 m2

RCS
A�40 m2

Small ship
100 m2

RCS
A�100 m2

100 (3) n/a n/a g¼ 5 g¼ 21 g¼ 23 g¼ 31
300 (1) n/a g¼ 9 g¼ 12 g¼ 28 g¼ 30 g¼ 38
900 (0.3) g¼ 24 g¼ 19 g¼ 22 g¼ 38 g¼ 40 g¼ 48
3,000 (0.1) g¼ 33 g¼ 28 g¼ 32 g¼ 47 g¼ 49 g¼ 57
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Figure 13.4 Normalised monostatic RCS (labelled MS) and FSCS (labelled FS) of
a sphere of radius Rs (left vertical axis) and width of the FSCS main
lobe qml

fs (right vertical axis) [11]
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In general, the coefficient K in (13.5) depends on the actual shadow contour
shape but for most practical cases [22 (Ch.12)] K � 1. For clarity, the illustration in
Figure 13.5 identifies the main lobe of the FSCS and the parameters of maximum
FSCS, smax

fs and main lobe width, qml
fs from (13.4) and (13.5).

Returning to the sphere of radius Rs, the �3 dB width of the FSCS main lobe is
shown in Figure 13.4. We can see that the greater the target electrical dimension,
the greater its FSCS, sfs and the narrower is the region defined by qml

fs , where the
FSCS enhancement can be observed. The width of main lobe of the FSCS where
more than 90% of the received signal energy can be concentrated has a vital role in
target detection and tracking, where sfs defines the radar power budget and, hence,
the radar detection performance, qml

fs specifies the FSR coverage area. It is also
worth noting that both qml

fs and sfs depend on the wavelength and target dimension
and for the simplified case of a target of equivalent aperture area A, defined by an
effective dimension, Deff , these two parameters can be combined into one equation
which highlights the fundamental relationship between the FSCS and operational
area of FSR by substituting (13.5) into (13.4), with an example case of a sphere,

qml
fs � p

ffiffiffiffiffiffiffiffiffi
A

smax
fs

s
or smax

fs � Ap2

qml
fs

� �2 (13.6)

In spite of the fact that the first sidelobes of the FSCS pattern carry much less
energy in comparison with the main lobe they still play significant role at the stage
of target trajectory parameter estimation and importantly in automatic target clas-
sification. For airborne targets, the FSCS pattern main and sidelobe widths are also
important factors when evaluating the FSR coverage area in elevation in order to
determine the maximum altitude of a detectable target.

Complex target reduced to
equivalent screen/aperture
of area A

Incident wave
propagation with

wavelength λ

View through single plane

FSCS
main Lobe

FS directionDeff σmax
fs

θml
fs

Figure 13.5 Illustration identifying the FSCS main lobe and definitions relating
to calculation of the FSCS maximum, smax

fs and main lobe width,
qml

fs , for a complex target which has been reduced to an
equivalent screen/aperture
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13.2.2.1 Target visibility time and Doppler resolution in FSR
It follows that if the FSCS main lobe width is known, it is possible to evaluate a
target visibility time [11,18] which coincides with the target echo coherence interval
Dtfs. If a target of effective dimension Deff is crossing the baseline at a distance Rr

from the receiver with a velocity component, vtg, normal to the baseline, its visibility
time Tv at �3 dB level of the FSCS main lobe can be approximated as,

Tv ¼ Dtfs � lRr

2Deff 
 vtg
(13.7)

Hence, the potential Doppler (frequency) resolution is:

Dffs ¼ 1
Dtfs

¼ 1
Tv

¼ 2Deff 
 vtg

lRr
(13.8)

In monostatic radar [15], the target fluctuation spectrum bandwidth Dfms and
corresponding coherency time Dtms � 1=Dfms also depend on the signal wave-
length, target effective dimension Deff and target angular variation rate relevant to
the radar boresight dj=dt, expressed in �/s, through:

Dfms � Deff

l

 dj

dt
(13.9)

Examples of the calculated fluctuation spectra bandwidth Dfms and the maximum
coherent integration time Dtms for an unmanned aerial vehicle (UAV) (wingspan
D ¼ 12 m) are presented in Table 13.3 [11] for different wavelengths and aspect
angle variation rates alongside corresponding FSR parameters.

It can be seen from the table that the Doppler resolution in FSR is several
orders better than its monostatic counterpart. This high Doppler resolution defines
FSR capabilities such as target tracking, automatic target classification and even
imaging [6,15 (Ch.16 & 17), 23].

Table 13.3 Maximum echo coherent time in monostatic radar and FSR for
UAV target [11]

Monostatic FSR

Dj=Dt 0.2 0.4 0.8 Baseline ¼ 40 km

(�/s) ? vtg ¼ 50 m/s

l (m) # Df ms Dtms Df ms Dtms Df ms Dtms Df fs Dtfs

3.0 0.8 1.25 1.6 0.63 3.2 0.31 0.013 75
1.5 1.6 0.63 3.2 0.31 6.4 0.16 0.026 37.5
0.75 3.2 0.31 6.4 0.16 12.8 0.09 0.053 18.8
0.3 8.0 0.13 16.0 0.06 32.0 0.03 0.13 7.5
0.1 24.0 0.04 48.0 0.02 96.0 0.01 0.4 2.5
0.03 80.0 0.01 160.0 0.006 320.0 0.003 1.3 0.75
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13.2.3 Target FSCS pattern
The full FSCS pattern (as opposed to just the main lobe) can be viewed and analysed
as the radiation pattern of the secondary planar antenna. The pattern of an arbitrary
aperture antenna is shown in Figure 13.6 where the sidelobes are significantly lower
than the main lobe. For some targets, these sidelobes may still exceed the peak levels
of RCS of bistatic radar or monostatic radar.

In the figure, ~r is a radius vector to point PA on the aperture, ~r0 is the unit
vector towards the evaluation point P and ~Rp is the radius vector to that point, Ash

is the area of the aperture. Using the notations and co-ordinates depicted in
Figure 13.6, the target FSCS sfs at bistatic angles close to 180� can be calculated as:

sfsð~r0Þ ¼ lim
R!1

4pR2 Eshj j2
Eincj j2

 !
¼ 4p

l2

ð
Ash

exp j 2p=lð Þ~r~r0½ 	dS

				
				2 (13.10)

where dS is an elementary area of co-phasal aperture Ash. Equation (13.10)
fundamentally describes the full FSCS pattern but for complex targets the inte-
gration is complex and typically involves numerical full-wave simulation. Modern
software packages for full wave analysis, for example CST Microwave Studio [24]
may be used for the 3D FSCS pattern analysis.

Prior to discussion of the FSCS pattern it should be stressed that (13.10)
describes directional pattern of a shadow aperture of the target, which can be seen
as ‘black body’ radiation, i.e. radiation of an object which absorbs the incident EM
wave. The fundamental analogy to this is the ideal ‘stealth’ target and, therefore,
the only way to detect such a target is to use FSR: any detectable scattering on the
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Rp

r0

x
P

y

Ash

ρ

Pl
an

e o
f

an
ten

na

Figure 13.6 The FSCS pattern may be obtained from calculation of an equivalent
aperture antenna
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target shall be attributed to shadowing components even if the target is well outside
the baseline. Real targets, even those referred to as ‘stealthy’ only partly absorb the
EM waves and at the receiver both reflected (backscattering and bistatic reflection)
and shadow (forward scattering) EM waves components are present, as explained in
the previous section. Typically, the FS region is associated with the area where
forward scattering components of EM waves dominate above bistatic [1 (p.150–
155)]. The boundary between the bistatic and FS region is soft, depends on the
material and shape and requires EM analysis for each particular target. The only firm
statement which can be made without strict analysis is that the FSCS main lobe
shadow component always dominates above the bistatic reflected component. It also
may be supposed that the ‘stealthier’ the target is the wider will be an area of FS
domination that will include not only the FSCS main lobe but also its sidelobes. This
effect has been demonstrated in [25] where it has been shown experimentally that the
magnitude of signals from two identical metallic cylinders one of which was coated
with absorbing material differ in the region of bistatic reflection by approximately
8 dB, while in the FS region, related to the mail lobe, the difference is negligible.
The envelopes of two signals at the received signal strength indicator (RSSI) receiver
output, corresponding to the RCS of both cylinders as a function of bistatic angle, are
shown in Figure 13.7 for cylinders which are (a) absorbing and (b) metallic.

The magnitude of the envelope is significantly larger in the region between
about 170� and 190� which corresponds to the FSCS main lobe region. Reflections
from the coated cylinder within regions of 120�–170� and 190�–240� are sig-
nificantly smaller than that of the metallic cylinder and in the case of coated
cylinder these regions show mainly FSCS sidelobe levels.

In Figure 13.8(a) results of modelling by PTD for shadow radiation pattern of a
cylinder (continuous line) and the total physical optics (PO) radiation pattern
(dashed line) are shown, highlighting that the shadow radiation is focussed in the FS
direction (45�) [13 (p. 239)]. Figure 13.8(b) shows results of full RCS simulation by
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Figure 13.7 Doppler signature and signal envelope (RCS) of (a) a cylinder
coated with an absorber and (b) a metal cylinder, as a function
of bistatic angle [25]
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Mie theory for a sphere (E and H plane) and FSCS of an aperture approximated as a
disc of the same radius (Airy pattern). Clearly, the main and first sidelobes of sha-
dow field/FSCS in these examples dominate above other scattering components.

In [11], the 3D RCS for a side illuminated missile were simulated in CST
Microwave Studio at two frequencies of 100 MHz and 1 GHz, corresponding to the
upper Rayleigh-low Mie scattering mechanism and optical scattering regions
respectively – Figure 13.9(a) and (b). The azimuth plane cross-sections are shown
in Figure 13.9(c) and (d). Illumination occurs such that in the figure, the back-
scattering direction is 0� azimuth and FS corresponds to 180� azimuth angle.
For the target length of 3.6 m and the wavelength of 3 m (Rayleigh–Mie region),
there are two well-defined maxima of back and forward scattering lobes: 11.7 and
9 dB s m, respectively. This confirms the fact that in the case where the effective
size of the object is comparable to the wavelength, the backscattering and forward
scattering are of approximately the same intensity. For the same target, illuminated
by a 0.3 m wavelength signal, corresponding to the optical scattering region, there
are also two pronounced maxima for back and forward scattering, but both lobes
are very narrow, of the order of a few degrees, their maximum intensity is greater
than for the Rayleigh–Mie case, and the FSCS main lobe is approximately 10 dB
greater than that of the backscattering lobe. In the bistatic (side) scattering direc-
tion, with azimuth angular ranges away from forward and backscatter and centred
around 90� and 270�, the RCS drops by up to 30–35 dB relative to the FS.
Assuming that the missile is ‘stealth’ shaped or coated for monostatic radar, the
pronounced peak in backscatter direction will be absent, and the target is likely to
be detected only in the FS region.
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In the same paper, CST Microwave Studio simulation of RCS has been per-
formed for a number of typical targets (shown in Figure 13.10) in order to estimate
level of bistatic reflections, where the bistatic angle b ¼ p=2, and forward scattering
b ¼ pð Þ at several frequency bands. Results are summarised in Table 13.4, where

frequency bands refer to different scattering mechanisms: Rayleigh (R), Mie (M) and
Optical (O). As it can be seen from this table, the significantly larger RCS in FS
direction is observed for all cases of Mie and optical scattering. For instance, two
targets – a UAV and a 3.6 m long missile, have FSCS of 33 dB m2 and 23 dB m2

accordingly at 400 MHz (0.75 m wavelength) – the frequency which is well suited for
air target detection. Even without deep analysis, it is seen that these numbers provide
an excellent power budget in FSR which are 20–30 dB above the bistatic RCS at 90�.

As was mentioned above for the detailed structure of FSCS pattern is
important for the target recognition and imaging in FSR. However, for the
majority of radar tasks and to see the general effects of target dimension on radar
performance, particularly in terms of radar power budget, we can use rather simple
approximation of the target RCS by replacing the target silhouette by a rectangle
[26] or composition of rectangles which can be used to approximate any target
shadow aperture and has simple and well-known pattern from antenna theory
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and (b) 0.3 m wavelength with their corresponding cross-sections
(c) and (d). Backscattering angle is 0�, FS angle is 180�
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[22 (p.584–602)]. Figure 13.11(a) graphically defines the shadow aperture as an
effective aperture projected onto the plane normal to the illuminating wave
direction, with effective area Aeff and length leff . With the notation of
Figure 13.11(b), the 3D FSCS of the rectangular secondary antenna representing
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plane wave propagation
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Figure 13.10 Target shapes and dimensions for 3D RCS simulations of which
results are shown in Table 13.4 (illumination from left side as
shown) [11]

Table 13.4 Bistatic RCS vs FSCS for a selection of targets [11]

RCS, dB s m

Bistatic radar (b ¼ 90�)/FSR (b ¼ 180�)

l ? 3.0 m 1.5 m 0.75 m 0.3 m 0.1 m
f ? 100 MHz 200 MHz 400 MHz 1 GHz 3 GHz

Targets, L (m), H (m), V(m/s)

Human 6.2/7.6 7.3/11.1 7.6/15.6 11.6/22.0 15.4/33.2
L ¼ 0.5, H ¼ 1.8, V ¼ 1.0 (R) (M) (M) (O) (O)

Vehicle, 4�4 9.7/22.5 7.6/28.2 �7.4/34.1 5.4/41.0 –
L ¼ 4.8, H ¼ 2.2 , V ¼ 10 (R/M) (M) (sub-O) (O)

Inflatable boat 0.6/2.7 �1.3/6.8 �9.4/13.0 �6.6/21.4 �7.3/40.3
L ¼ 2.3, H ¼ 1, V ¼ 5 (R) (M) (Sub-O) (O) (O)

Missile 2.9/8.9 1.6/15.3 �8.0/22.6 �6.1/29.0 �3.2/45.0
L ¼ 3.6, H ¼ 0.5, V ¼ 200 (R/M) (M) (Sub-O) (O) (O)

UAV 4.4/17.6 2.0/23.5 �1.6/32.9 �3.0/60.0 �
L ¼ 8.4, H ¼ 2, V ¼ 50 (M) (O) (O) (O)
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shadow contour of the target is expressed as a function of the two angles speci-
fying the direction of scattering:

sfsðq;jÞ ¼ 4p
Aeff

2

l2

sin pleff=lð Þsin qð Þ
pleff=lð Þsin q

� �2 sin pheff=lð Þsin jð Þ
pheff=lð Þsin j

� �2

(13.11)

This simple method of replacing a complex shape target by an equivalent
rectangular plate is very convenient for looking at generalised system behaviour
and will be used further in this chapter.

13.3 Power budget, signature of moving target and optimal
signal processing in FSR

13.3.1 Power budget analysis
The power budget analysis for FSR [28–30] has a lot in common with both
monostatic [30] and bistatic radar [1]. There are two basic models of EM wave
propagation: the free space model and two-ray path (TRP) propagation model
which are shown in Figure 13.12(a) and (b) accordingly.

The free space propagation model is applicable for the cases: (i) the height of
the antennas is comparable to the separation distance between Tx and Rx; (ii) the
radar antennas have a rather narrow main beam (shown as shaded areas in
Figure 13.12) and do not illuminate the surface below; (iii) the surface roughness is
comparable with the wavelength which results in dominant diffused scattering by
the potentially reflecting surface so that there is no single ground specular reflected
beam contributing into the total field at the receiver input [17]. In contrast with the
two-ray model, the reflected signal may have the same order of magnitude as the
DPS but the total field will depend on the phase relationship between them.

Aperture projection with area Aeff
(a) (b)

Incident wave
propagation

l
leff

Aeff
leffheff

q

Planar aperture with area A Incident wave
propagation

j

Effective aperture
with area Aeff

Figure 13.11 Effective shadow aperture as a projection of the shadow contour
onto the plane normal to the incident wave direction (a) – for clarity
the aperture is shown as solid; the co-ordinate system and variables
defined for FSCS calculation are shown in (b)
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13.3.1.1 Free space propagation model
In FSR, two signals contribute into the total received power and power of each
must be individually estimated; the power of leakage (which in the case of the free
space model is the DPS), Pfsp

dp , and power of the signal scattered from the target,
Pfsp

tg , where ‘fsp’ stands for free space propagation, ‘dp’ is for the direct path
(leakage) signal (Figure 13.12) and ‘tg’ is for the target signal. The power of the LS
can be estimated by the Friis equation [31 (pp.16–18)] which can be presented in
one of the following forms:

Pfsp
dp ¼ PtGtGr

l
4pd

� �2 1
L
¼ Pt

4pd2

GtAr

L
¼ PtGtGr

LpL
(13.12)

where Pt;Gt;Gr are the transmit power, gains of transmit and receive antennas,
correspondingly, Ar is the effective area of the receive antenna, d is the direct path/
baseline length, LP is the propagation loss and L represents the miscellaneous losses
which are always present in real systems and environments.

To estimate Pfsp
tg , the bistatic radar equation can be used, where FSCS, sfs is

used instead of the bistatic RCS:

Pfsp
tg ¼ PtGtGrl2sfs

4pð Þ3R2
t R2

r Ltg

(13.13)

and where Ltg are the other losses as in (13.12), but in the presence of the target.
According to (13.13), Pfsp

tg reaches a minimum when the transmitter/receiver-to-
target ranges are equal, i.e. Rt ¼ Rr ¼ d=2 and the radar range equation in this case
will take the form:

dfsp
max ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PtGtGrsfsl2

4pð Þ3SminLtg

4

s
(13.14)

where Smin is the minimal required detectable signal level corresponding to a par-
ticular signal-to-noise ratio (SNR).

Tx Tx

Rx Rx

Ground surface(a) (b)

Direct path

Reflected path

Ground surface

Direct path

Figure 13.12 Configuration for (a) free space propagation model and (b) two-ray
path propagation model when antenna beam intersects the ground
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In many situations, it is convenient in FSR to consider the ratio of the target
signal and the LS, that is:

Pfsp
tg

Pfsp
dp

¼ d2sfs

4pR2
t R2

r

(13.15)

where for a simplicity the miscellaneous loss factors are omitted, but readers should
always remember them.

Equation (13.13) looks very similar to its bistatic radar counterpart but in
practice has a very important peculiarity which is not only due to essentially bigger
RCS. The peculiarity lies where the FSCS is coupled with the system wavelength in
the optical region which introduces some restriction in FSR. To demonstrate this,
let us first replace sfs in (13.13) by its maximal value smax

fs according to (13.4) and
assume that the target has a rectangular shadow silhouette of length leff and height
heff (Figure 13.11), so that:

smax
fs ¼ 4p

leff heff

l

� �2

(13.16)

Equation (13.13) thus transforms into

Pfsp
tg ¼ PtGtGrl2

4pð Þ3Rt
2Rr

2

 4p

leff 
 heff

l

� �2

¼ PtGtGr leff 
 heffð Þ2

4pð Þ2Rt
2Rr

2
(13.17)

which leads to the conclusion that the power of the received signal in FSR does not
depend on the carrier frequency, assuming fixed antenna gains.

It is worth recalling here that the required radar performance is ultimately spe-
cified by the SNR. The output of an optimal receiver, which is based on a correlator
or matched filter, is specified by the energy of the received signal Er normalised to
the noise power spectral density (PSD) N0 as SNRout ¼ 2Er=N0 [33 (p.280)].
Assuming a constant signal power during the observation time Dtfs, which itself
depends on the wavelength as follows from (13.7), the output SNR is:

SNRfsp
out ¼

2Pfsp
tg Dtfs

N0
¼ Pfsp

tg lRr

leff vtgN0
(13.18)

The notation in this equation corresponds to that of (13.8). Now by combining
(13.18) and (13.17):

SNRfsp
out ¼

PtGtGrheff
2leffl

4pð Þ2R2
t RrN0vtg

¼ PtAtArheff
2leff

l3R2
t RrN0vtg

(13.19)

where At, Ar are the effective areas of the transmit and receive antennas. Equation
(13.19) gives an insight into how the FSR radar parameters affect the system per-
formance for a required SNR, which is inversely proportional to the target-to-receiver
range and the square of the transmitter-to-target range. Also it is proportional to the
square of the target vertical dimension but linearly related to its length.
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While the power in (13.13) reaches its minimum at Rt ¼ Rr, (13.19) reaches its
minimum at Rr � 0:33d;Rt � 0:67d and hence the minimum of the SNR will be:

SNRfsp
out; min ¼ PtGtGrheff

2leffl
0:15 4pð Þ2d3N0vTg

(13.20)

Therefore, the maximum detection range/baseline length dfsp
max considering the

maximum target observation time as defined in Section 13.2.2.1 is:

dfsp
max �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PtGtGrheff

2leffl
0:15 4pð Þ2SNRfsp

out; minN0vtg

3

vuut (13.21)

The noise PSD can be evaluated as N0 ¼ kT 
 Nf , where the Boltzmann constant
k ¼ 1:38 
 10�23 J=K , T is the receiver temperature and Nf is the noise factor. As
an example let us evaluate the maximal baseline for detection of a UAV target
(Figure 13.10) flying with a speed of 50 m/s normal to the baseline assuming a
noise figure of Nf ¼ 6 dB, antenna gains of Gt ¼ Gr ¼ 6 dB (corresponding to a
single patch antenna), Pt ¼ 10 dBW and other losses (not shown in (13.21)) totalling
20 dB. The results of calculation of the maximal baseline for detection over a range
of minimum output SNRs at three frequencies are presented in Figure 13.13.
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These numbers, which may seem somewhat excessive, reflect the benefit of a
high FSCS and a very long integration time – of the order of seconds for the
considered cases. However, it is not likely that such a long integration time can be
used in practice. Moreover, it is also important to stress here that at least for a
terrestrial system the line-of-sight is rarely present to provide the DPS at the
receiver at such a range which is a compulsory condition for FSR operation. In
[15 (Ch.19)], an operational FSR with the transmit power of 6 dBW and antenna
gains of 18 dB for low-altitude air targets detection and tracking is discussed.

13.3.1.2 Power budget in two-ray path propagation model
In contrast to the free space propagation model, the TRP model takes into account
the reflection of the transmitted signal from the surface of land or sea. This model
has been developed, comprehensively analysed and well proven experimentally as
a part of wireless communication studies, which were reported in numerous papers
and books, including the classic book of Kerr [33 (Ch.5)], as well as in radar-related
research [31] where the influence of a surface reflection on radar performance has
been investigated. For FSR, appropriate material can be found in [28,34].

We will start with a brief description of the TRP model. If the transmitted wave
is propagating above the surface, there are two signals (rays) at the reception point,
the vector sum of which form a new LS, Etrp

lkg. Its magnitude depends on the ampli-
tudes and mutual phase of the two signals; one signal follows the shortest path
between the transmitter and the receiver and as in the free space case is referred to as
the DPS with electric field strength Edp; the second one is a signal reflected from the
surface, Eref – both paths are highlighted in Figure 13.12(b). The latter is a delayed
version of the DPS and has a phase shift which depends on the path difference
between the two, as well as on the Fresnel reflection coefficient at the air-surface
interface, G, which in the general case is a complex value. The reflection coefficient
depends on the grazing angle, wave polarisation, electrical properties of the surface
as well as its roughness and, therefore, the effective reflection coefficient [35] may
be used for a rough surface to relax the strict requirement of negligible roughness in
the conventional ground reflection model. The amplitude of the combined signal is

~E
trp
lkg ¼ ~Edp þ~Eref ¼ ~Edp

		 		e�ikRdp þ ~Eref

		 		 
 Ge�ikRref (13.22)

where Rdp and Rref are the direct path and reflected path distances accordingly. The
phase of G depends mainly on the surface electrical properties, i.e. electric con-
ductivity and permittivity and grazing angle, while the magnitude depends mainly
on the surface roughness. It was shown in a conventional ground reflection model
[36 (pp.120–125)], that under the conditions of (i) the ground being smooth with
respect to the wavelength and (ii) the heights of the transmit/receive antennas being
much smaller than their separation distance, the reflection coefficient does not
depend on the wave polarisation and is equal to �1, which is equivalent to the
reflection from a flat surface of a perfect conductor where we can expect the
maximum signal strength reduction. This extreme approximation nevertheless is
very practical as a reference model for the more general case where the surface
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roughness and electrical properties are unknown a priori and depend on presence of
vegetation, weather conditions, rain, snow, etc. for land-based radar while for radar
operating above the sea surface, it will depend on sea state conditions.

For such a reference model, the LS power at the receiver can be calculated
according to:

Ptrp
lkg ¼ 4PtGtGr

l
4pd

� �2

sin2 2phthr

ld

� �
(13.23)

where ht=r are the antenna heights and other parameters have been previously
defined. At very low grazing angles this tends to:

Ptrp
lkg ¼ PtGtGr

hthr

d2

� �2

(13.24)

Following the same approach, the power scattered from a target can also be eval-
uated [34]. In this case, the TRP propagation model should be used on both paths:
transmitter-to-target and target-to-receiver as in Figure 13.14(a):

Ptrp
tg ¼ 16PtGtGrsfs

1

Rt
2Rr

2

l2

4pð Þ3 sin2 2phtztg

lRt

� �
sin2 2phrztg

lRr

� �
(13.25)

where ztg is the altitude of a point like target. Then, for near zero grazing (13.25)
can be reduced to:

Ptrp
tg ¼ 16PtGtGrsfs

1

Rt
2Rr

2

l2

4pð Þ3

2phtztg

lRt

� �2 2phrztg

lRr

� �2

¼ PtGtGrsfs
4p
l2

htztg

Rt
2

� �2 hrztg

Rr
2

� �2
(13.26)
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Figure 13.14 Two-ray propagation model for target in FSR considered as
(a) a point target and (b) an extended target as composition of strips
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In [34], analysis of leakage power and scattered power for a sphere target
moving above the ground has been presented, which has demonstrated excellent
agreement between that predicted by the TRP model and measured values.

Equation (13.26) can be applied for power budget estimation of a low flying
target if its dimensions are smaller than the target altitude ztg, thus acting as a point-
like target.

For the case of an extended target, it can be presented as a composition of
vertical strips spanning the area of a real target, where ztg will now be defined for
the centre point of each strip – Figure 13.14(b). Scattering from each strip of the
target could be calculated by (13.26), and the overall received signal power will
be a sum of powers scattered from these elementary parts. Further refinement of the
model for an extended target should lead to the target aperture being presented by a
set of secondary radiators positioned at the centres of elementary rectangular areas
of approximately half-wavelength by half-wavelength dimension. This repre-
sentation is valid when target, transmitter and receiver are in the far field with
respect to each other. Thus, the received signal will be the vector sum of fields
scattered by each point-like radiator across the shadow aperture of a target [12],
power can then be calculated from the received field.

One simplified method involving direct summation of powers has been pro-
posed in [37 (Ch.9)] with application for a maritime monostatic radar. This method
will be valid if the target occupies any single Fresnel zone. In this work, the target
aperture has been divided into elementary horizontal strips of equal area and the
RCS of each part was sfs=N . The received power from all elementary areas will be
the sum of the contributions from each area numbered 1 � n � N :

Ptrp
tg ¼

XN

n¼1

PtGtGrsfs
4p

Nl2

htztgðnÞ
RtðnÞ2

 !2
hrztgðnÞ
RrðnÞ2

 !2

(13.27)

where RtðnÞ and RrðnÞ are ranges to the centre of mass of each elementary strip.
When the number of partial areas N ! 1, the sum in (13.27) becomes an integral.
This integral could be calculated analytically under some simplifying assumptions
but there is a relatively simple rule of thumb which can be used in practice which
leads to a rather accurate result in power budget calculation at least for small sur-
face targets such as cars, boats, animals etc. For such targets, (13.25) and (13.26)
can be used with the assumption:

ztg � 0:5heff (13.28)

where heff is the effective height of the planar target equivalent aperture. This rule
has been successfully applied and experimentally confirmed in [34,38,39]. Thus,
for surface targets, from (13.26), one can use following equation,

Ptrp
tg ¼ PtGtGrsfs

4p
l2

0:5htheff

Rt
2

� �2 0:5hrheff

Rr
2

� �2

(13.29)
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Following the methodology which has been used to derive (13.18)–(13.21), but
now using the TRP model, the equation for the SNR, SNRtrp

out, at the optimal
receiver output will take the form:

SNRtrp
out ¼

p2PtGtGr h2
t h2

r leff heff
6

l3vtgR4
t R3

r N0
(13.30)

This equation has a minimum when Rt � 0:55d and Rr � 0:45d and is approxi-
mately equal to:

SNRtrp
out; min � 120p2PtGtGr h2

t h2
r leff heff

6

l3vtgd7N0
(13.31)

the maximal baseline could then be evaluated as:

dtrp
max � 120p2PtGtGr h2

t h2
r leff heff

6

l3vtgSNRtrp
out; minN0

 !1=7

(13.32)

As an example, let us estimate the maximal baseline for a target representing a
4�4-type vehicle of leff ¼ 5 m; heff ¼ 2 m; moving with a speed of 10 m/s normal
to the baseline, where both antenna heights are ht ¼ hr ¼ 1 m. Assuming again that
Pt ¼ 10 dB W , Nf ¼ 6 dB; Gt ¼ Gr ¼ 6 dB and other unaccounted losses are 20
dB, for a required SNRtrp

out; min ¼ 13 dB the calculated max baseline will be � 1.4 km
for 400 MHz. The results of calculation of the maximal baseline for detection over a
range of SNRs at three frequencies are presented in Figure 13.15, under the
assumption of a flat Earth.

Comparison of the results shown in Figures 13.13 and 13.15 demonstrates the
essential difference between free space and TRP propagation model scenarios used
in FSR in terms of the power budget dependence on frequency. This corresponds
well to a case of ground monostatic radar reported in [31].

13.3.2 Target signature in FSR
The basic physical principle of FSR is the shadowing of the DPS by an object when
it occurs in a vicinity of the baseline. In Section 13.2.2, it was stated and discussed
that the target FSCS is the key parameter which defines the intensity of the sha-
dowing, i.e. amplitude of modulation of the DPS at FSR receiver input due to target
presence. Due to the target motion with respect to transmitter and receiver, the
received signal in FSR is a specific waveform and the target signature is formed as
a super-position of the incident EM field i.e. LS and the shadow radiation from the
moving scattering object – the target.

We can assume that the target follows a linear trajectory with constant speed
while its FSCS main lobe is directed towards the receiver. This is generally true for
the majority of practical applications [11,40]. Shadow radiation is cast upon the
receiver according to the width of the shadow lobe while the target moves in
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the vicinity of the baseline. The maximum of the shadow radiation corresponds to
the case when the target is on the baseline.

13.3.2.1 Phase signature
Let us initially consider a point-like target, which yet casts a shadow on the
receiver, and omit any amplitude modulation of the signal caused by propagation
loss and by the FSCS pattern, focussing purely on the phase signature of such
moving point [11,20,25,41]. Since it is composed of ‘shadow radiation’, the for-
ward scattered signal is p/2 phase shifted (imaginary along the FS axis) relative to
the LS [43]. Therefore, at the receiver input, a composite signal of the DPS Sdp tð Þ
with an amplitude Adp and delayed scattered signal Stg tð Þ from the moving target
with amplitude Atg tð Þ is acquired,

Sin
r ðtÞ ¼ SdpðtÞ þ StgðtÞ ¼ Adp cosðw0tÞ þ Atg tð Þsin w0 t þ Dttg tð Þ� �� �

(13.33)

where w0 is the carrier angular frequency and Dttg tð Þ is the delay time of the signal
from the moving target with respect to the direct path, given by:

Dttg tð Þ ¼ RtðtÞ þ RrðtÞ � d

c
(13.34)

where, as defined previously, Rt=r are the transmitter/receiver to target ranges, d is
the baseline length and c is the speed of light. The initial phases of coherently
acquired signals can be omitted without loss of generality.
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To extract the Doppler phase signature component, we will consider a principle
based on a self-mixing heterodyne receiver as in [11]. The basis of this mixer is a
double-sided SLD, followed by a low-pass filter (LPF) of which the bandwidth is
defined by the range of Doppler frequencies expected in the signature [15,38]. Thus,
the action upon the signal at the receiver input (13.33) will be,

Sin
r ðtÞ!

SLD
Adp cosðw0tÞ þ Atg tð Þsin w0 t þ Dttg tð Þ� �� �� �2 !LPF

DC � Aph tð Þsin w0Dttg tð Þ� � ¼ DC � Aph tð Þsin
2p
�
RtðtÞ þ RrðtÞ � d

�
l

� � (13.35)

where DC ¼ A2
dp þ A2

tg


 �
=2


 �
�Atg�Adp

A2
dp=2


 �
is the power of the DPS, Aph ¼ AdpAtg

characterises the amplitude of the phase signature. In terms of Doppler shift,

Sin
r ðtÞ !

SLD �
Adp cosðw0tÞ þ Atg tð Þsin w0 þ wdð Þtð Þ�2 !LPF

DC þ Aph tð Þsin wdtð Þ
(13.36)

where wd is the angular Doppler frequency shift of the moving target.
Thus,

wdt � � 2p
l
�
RtðtÞ þ RrðtÞ � d

�þ 2pn (13.37)

where n is an integer, and the last term can be omitted without loss of generality.
After removing the leakage (DC) component in (13.36), the target Doppler sig-
nature extracted at the receiver output is:

Sout
r tð Þ ¼ AdpAtg tð Þsin

2p
l
�
RtðtÞ þ RrðtÞ � d

�� 
(13.38)

For a target crossing the baseline, the phase signature is a two-sided chirp signal,
this is well known in radar as a waveform with a good auto-correlation property
[43]. An example of this signature and its auto-correlation function are shown in
Figure 13.16(a) and (b) correspondingly. This property will be further discussed as
a way of target resolution when they follow in a convoy – Section 13.3.3.2.

13.3.2.2 The signature envelope
Following from (13.38), the FS signature could be viewed as a waveform which has
frequency (phase) modulated harmonic carrier specified by the Doppler effect and
the target motion parameters with an amplitude modulation specified by the FSCS
pattern. We will now omit the term Adp to characterise the signature considering it
as a scaling coefficient:

Sout
r tð Þ ¼ Atg tð Þsin

2p
l
�
RtðtÞ þ RrðtÞ � d

�� 
(13.39)
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The actual signature envelope AtgðtÞ is specified by the target FSCS and is
unknown a priori. Even if the target and its trajectory are known, when modelling,
analytical solutions for the FSCS are only available for a few convex shapes in the
optical and sub-optical scattering regions [44–46]. Thus, approximated models
from PO or PTD [45–47] or full-wave EM simulation methods [26] must be used
for target FSCS estimation. However, the target still can be efficiently detected
and its trajectory parameters estimated by means of the signal correlation with a
matched phase Doppler signature where any amplitude modulation is omitted
[10,28,41]. Then, the envelope of the target signature can be used for target auto-
matic classification and imaging [6,23].

In [25], the nature of FSR target signature has been verified experimentally.
A rectangular metal plate and identical plate covered with an absorber to avoid
bistatic reflections were used as targets. The experimental results are shown in
Figure 13.17(a), (b) and corresponding modelling in (c) using the rectangular
aperture as described by (13.11) and extended for moving targets in [41].
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Evidently, the envelopes and Doppler chirp carriers of measured and simulated
signatures agree very well in the range of bistatic angles 140–220� that proves that
the FS signature is correctly described by (13.39) as a product of Doppler carrier
variation and the envelope specified by the FSCS. The amplitude in the middle part
of the signal which lasts while the receiver is within the main shadow scatter lobe
of the target does not depend on the material of the target but the size.

13.3.2.3 Examples of measured FSR signatures of real targets
Measured signatures of maritime targets in the upper C-band [25] with sizes
defining different diffraction mechanisms are shown in Figure 13.18(a–c). Using
the Fresnel parameter S ¼ D2/(4l), where D is the largest effective size of the target
and l is the wavelength, we will distinguish the Fraunhofer diffraction (far-field)
region, d � S and the Fresnel diffraction region, d � S, which define the scat-
tering mechanism from the target in relation to the baseline distance d. However,
when considering the time-varying Doppler signature of a moving target, we should
not confuse diffraction from the individual target with the Fresnel-like diffraction
on the effective inverse aperture defined by the whole path of the moving target
which is ‘seen’ by the radar – as highlighted in Figure 13.19. Signatures were
recorded at 7.5 GHz carrier and 300 m baseline. Figure 13.18(a) corresponds to a
case of far-field diffraction from a small inflatable boat of size 2.9 m � 1 m (length
and height above the surface), S ¼ 60 m, where the DPS is essentially bigger than
the shadow signal; signature of (b) corresponds to the case where the DPS is
somehow comparable with the shadow signal and defines the boundary of the
Fresnel to Fraunhofer diffraction zone for medium-size sailing yacht of 5 m length,
S ¼ 160 m; finally, (c) corresponds to the case of geometrical shadow where a large
target essentially fully blocks the DPS, this is Fresnel diffraction from a large motor
boat 15 m, S ¼ 630 m. The most interesting case from a radar perspective
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corresponds to (a) which may be considered as small target detection. In all
signatures, the typical Fresnel diffraction behaviour (positive and negative con-
tribution of phases of interfered signals) is visible, for cases (b) and (c) this is at the
leading and trailing edges of the signature. Obviously, all three signals are liable to
detection and, moreover, (b) and (c) are not difficult targets because their scattered
signals are comparable with the LS. However, only the first signal is suitable for the
extraction of target motion parameters as its waveform is fully defined by dif-
fraction, describing the specific position and speed of the target passing through the
constructive (in phase) and destructive (out of phase) zones over the path.

In Figure 13.20(a), the signature of an A321 aircraft of 44.5 m length crossing
the 22 km baseline at 6 km from the receiver is shown for a passive version of FSR
where a DVB-T signal of 650 MHz has been used [48]. In this case, S ¼ 1,076 m;
Figure 13.20(b) gives the signature of a 4�4 vehicle at 173 MHz and 100 m
baseline, S ¼ 3.2 m and (c), a human measured at a frequency �64 MHz at
60 m baseline, S ¼ 0.2 m. Thus, all the signatures obtained in the far field have
clearly pronounced Doppler double-side chirp carriers with a unique envelope
defined by the target silhouette.

Target classification is therefore possible by analysis of the signal envelope.
Two approaches have been investigated so far. First is based on parametric analysis
of the frequency domain waveform as reported in [49], where principal component
analysis was used for automatic target classification. The second approach has been
used for target shadow profile re-construction and requires knowledge of the
complex envelope which can be extracted if two quadrature channels are used as
discussed in [7,23,50].

13.3.3 Optimal signal processing in FSR
One of the objectives of optimal signal processing in FSR (as indeed in any radar) is
to maximise SNR which is achieved by matched filtering. For some particular
waveforms, signal waveform compression at the output of the matched filter is
observed, where the auto-correlation function has a narrow main lobe with intensity
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vTg

Tx Tg Rx

Target signature

FSCS pattern

Figure 13.19 Target signature as composition of FSCS of the target
forming the signal envelope and Doppler signature formed
from passage of target through Fresnel zones
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much greater than that of the sidelobes. As shown before (Section 13.3.2.1), in FSR,
the received Doppler waveform is a double-sided chirp signal which after matched
filtering will demonstrate such a compression [20].

The SNR improvement achieved by matched filtering can be characterised by the
signal processing gain GSP. Considering the fundamental case of the target crossing,
the baseline at the midpoint, its visibility time will be given by, Tmax ¼ d=vtg

� �
tan a,

where a is the maximal diffraction (excursion) angle of the target from the receiver,
and the maximal Doppler deviation during this time will be:

f max
d ¼ 2fc

vtg

c
sina (13.40)

Thus, the signal processing gain/time bandwidth product can then be estimated as:

Gsp ¼ Tmax 
 2f max
d ¼ 4d

fc
c

tanðaÞ 
 sin ðaÞ ¼ 4d
1
l

tanðaÞ 
 sin ðaÞ (13.41)

where fc is the carrier frequency, vTg is the target speed normal to the baseline, c is
the speed of light. Using the �3 dB level of the FS main lobe as the reference, this
angle can be approximated according to (13.5) as a � l=2leffð Þ giving,

Gsp ¼ 4d
1
l

tan
l

2leff

� �

 sin

l
2leff

� �
(13.42)

where leff is the effective target length. It is important to notice that the gain does
not depend on vtg due to the inverse dependence of the Doppler variation and
observation time with regard to the target speed. It can also be seen that for targets
of larger length, for a given frequency, the processing gain is reduced due to the
effect of the narrowing FS main lobe width, which works to reduce both the
maximal Doppler and the integration time under consideration. Indeed for small
angles a, (13.42) can be approximated further by:

Gsp � d
l

leff
2 (13.43)

In summary, the processing gain in FSR offers advantages in the detection of the
smaller targets (in length) where it is potentially most required, and less so in the case of
the larger length targets which will assumedly have larger maximal FSCS, thus the need
for as high a processing gain is in any case reduced. Actual estimations of processing
gain for different targets, carrier frequencies and baseline lengths are presented in [41].

13.3.3.1 Target motion parameter estimation
Due to the lack of range resolution in FSR (particularly in the case of continuous
wave (CW) signals), target motion/trajectory parameters have to be inferred via
other means. This is the other very important output of the matched filter, the
ability to extract the target motion parameters as indeed these are the inputs to the
matched filtering process and design of matched waveforms. In accordance with
the optimal detection theory [51 (Ch.7)], the maximal SNR in the presence of
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additive white Gaussian noise can be obtained by correlation of the received signal
Sr tð Þ with a reference function Sref tð Þ, where the reference function is an exact but
conjugated copy of the actual target signature for a given target type and trajectory,
as given by:

Sopt tð Þ ¼
ðT=2

�T=2
Sr tð ÞSref t � tð Þdt; Sref tð Þ ¼ Sr

 tð Þ (13.44)

where T is the integration time duration equal to the target visibility time as in Sec-
tion 13.2.2.1. Thus, the optimal filtering process in FSR represents the problem of
sequential correlation of the received signal with a set of pre-defined reference
waveforms corresponding to the expected target types and motions. The task is to
define a set of reference functions for the correlation. As shown in Section 13.3.2.2, the
target signature can be described by (13.39), and this therefore is the generalised form
of the reference waveform for the matched filtering, Sref tð Þ. The received signal in
FSR depends on the target’s speed, trajectory and FSCS which are all unknown
a priori and in turn define the parameters RtðtÞ, RrðtÞ and AtgðtÞ in the equation.
Strictly speaking, all these parameters should be estimated when producing the
reference waveforms and for a given range of expected velocities and trajectories both
RtðtÞ and RrðtÞ, which define the phase signature, can be modelled effectively. How-
ever, there is difficulty in describing the amplitude/envelope parameter AtgðtÞ, which
refer to a particular targets FSCS pattern (with small contribution from propagation
factors). Thus, reference waveforms would need to be created for not only each set of
expected motion parameters, but all possible expected target shapes and sizes as well.

It turns out however that complete knowledge of the signal envelope is not
necessary for effective signal compression. The major correlation properties
between fast sign alternating functions are mainly specified by their sign functions
rather than their amplitude variation; thus, the more slowly varying envelope
function AtgðtÞ is actually equivalent to a window function which only serves to
weight the compression output. This effect has been highlighted by example in [26]
and is reproduced in Figure 13.21.

Figure 13.21(a) shows an FSR chirp signal with rectangular, actual FSCS and
Kaiser (shape factor 2.5) envelopes. Figure 13.21(b) gives the normalised cross-
correlations of the FSCS-windowed chirp with itself (auto-correlation) and with the
other two signals. It is noted that even when cross-correlating with the rectangular
chirp (no envelope variation), the correlation coefficient only reduces to 0.88. On
the other hand, Figure 13.21(c) shows two chirps which differ in instantaneous
frequency by 10% and (d) shows the dramatic effect this phase difference has on
the correlation coefficient. Thus, the inaccuracy in phase has a much more detri-
mental effect on the correlation coefficient compared to that of the envelope.

Thus, the reference waveforms for matched filtering, Si,j,k are defined to replicate
the phase signature accurately to cover a desired range of velocities and trajectories
where i, j are indices of velocity components vx;i; vy;j

� �
i¼1::Nx;j¼1::Ny

		 and k is the index
of baseline crossing points yc;k

� �
k¼1::Kj . Analysis of the selection of velocity incre-

ments can be found in [41]. The approximation of the envelope parameter leads to the
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re-phrasing of this processing to being referred to as quasi-optimal rather than optimal
due to the slight processing loss related to the amplitude mis-matches. Figure 13.22
shows the simplified block diagram of such correlation processing, where subscript m
indicates the ‘matched’ signal/parameters and previously undefined HPF and BPF
represent high and band pass filters respectively.

The matching waveform delivers a global maximum of all of the correlations,
and from this the trajectory and speed are found. Information regarding the shape/
size of the target can then be found using profile re-construction algorithms [24].
To provide an example of the output of such processing, Figure 13.23(a–c) show
the results of processing of recorded maritime signatures for the same target, a 2.9 m
long inflatable boat, but with varying trajectories and baselines [25].
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Table 13.5 shows the extracted motion parameters (parameters used to form the
best matching reference function), along with global positioning system (GPS)
tracked values. Crossing points refer to the crossing distance from the baseline centre.

It can be seen, when considering Figure 13.23 and Table 13.5, even in cases
when the true signal envelope appears very dissimilar to the reference, good esti-
mations of the target motion parameters can be obtained purely by the Doppler
phase matching.

13.3.3.2 Convoy resolution
Another advantage of the optimal signal processing is the improved ability to
resolve targets in convoy. The compressed signal has a duration of DT that is
approximated by the inverse of the bandwidth of the original received signal. So in
FSR, relating to the maximal expected Doppler, f max

d , as in (13.40),

DT � 1
2f max

d

� l
4vtg sina

(13.45)

where a is defined in (13.42) and can be approximated for the �3 dB FSCS main
lobe width to give:

DT � l
4vtg sin l=2leffð Þ (13.46)

and could be further simplified in the case of electrically large targets (small main
lobe widths). In addition to effect of bandwidth on compressed width, the proces-
sing gain itself (and thus integration time) still needs to be large enough to reduce
the compression sidelobes to satisfactory levels.

As an example of compression, results are shown in Figure 13.24 for measured
signals at 64 and 434 MHz of two humans walking at 6 km/hr separated by 5 m
with a baseline of 100 m. The increase in carrier frequency and thus resolution
improvement facilitates the ability to separate the two targets; as seen in the 434
MHz results compared to the 64 MHz case.

RSSI output
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Hardware filters
HPF LPF

HPF LPF

Software filters Software filters
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correlation

vx, im,vy, jm &
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Figure 13.22 Flow chart of matching filtering procedure [25]
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Table 13.5 Extracted motion parameters for example target signatures shown
in Figure 13.23 [25]

Figure 13.23 Baseline
(m)

Speed (km/h) Crossing angle
(�)

Crossing point
(m)

(a) 350 GPS 18.5–19.1 �90 12
Extracted 19.08 90.0 20.0

(b) 285 GPS 12.2–13.0 �90 85.5
Extracted 13. 90.0 80.0

(c) 262 GPS 16.7–19.1 �60 40
Extracted 17.64 60.0 60.0
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13.4 Clutter in FSR

Clutter in FSR is related to a dynamic change of the underlying surface and the
surrounding environment, which in the case of ground-based FSR is mainly asso-
ciated with vegetation and for maritime FSR it is the dynamic sea surface. Unlike
the monostatic case, where directional antennas and the presence of range resolu-
tion lead to clutter being collected from only a limited area, or even in the case of
FSR intended for airborne target detection, surface-based target detection in FSR is
to be performed in the background of strong Doppler modulated clutter. This clutter
is collected from a large volume around and between the transmitter and receiver,
where spatially distributed clutter sources will cause backscatter, bistatic and FS
signal interference. The main clutter-related problems are associated with: (i) target
detection if the spectrum of Doppler modulated clutter overlaps with the target
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return spectrum; (ii) general non-Gaussian behaviour where long tails of the clutter
intensity distribution results in an increased false alarm rate.

Statistical and spectral characteristics of FSR clutter need to be distinguished
and studied separately in three main applications of FSR: ground-based target
detection, seaborne target detection and airborne target detection, the last being the
least affected by clutter. We will therefore give a brief overview of spectral and
statistical properties of clutter related to first two cases.

13.4.1 Vegetation clutter
In a ground sensor network, the variations in the generic received signal caused by
surrounding wind-blown vegetation may be attributed to one of following
mechanisms: multi-path interference, de-polarisation, signal attenuation due to
absorption and scattering [52]. As a result, at the reception side, the dominant
component of the received signal is accompanied by the time-variant component,
which introduces the fading of the received signal. Doppler modulation (magnitude
and waveform) caused by this component depends on the wind strength.

In such a context, FSR clutter may be investigated using the statistical
approaches used for characterisation of RF channels in communications [53],
where wind strength is introduced as an additional parameter. In communication
systems theory, fading of the RF channel over forested paths are widely reported
and the interested reader can find as such in, for instance, [54–56].

A long-term experimental study has been undertaken in the ultra-high/very high
frequency (UHF/VHF) bands, at different sites with terrain profiles varying from a
concrete runway to dense woodland during different seasons as reported in [53,57].
The PSD of clutter signals for each operational frequency channel, time variation of
average clutter power, dependence of clutter power on baseline range, frequency,
wind speed and direction and probability density function (PDF) of clutter ampli-
tudes have been estimated. A few peculiarities in comparison to monostatic clutter
have been found in relation to the PSD and to statistical distribution:

Power and power spectrum. The power spectrum width is limited by 1–2 Hz
invariantly on carrier frequency; PSD decreases by 40 dB per decade of Doppler
frequency, while the total power magnitude increases with the carrier frequency by
fourth power as in Figure 13.25. By comparison with wind records, it has been
concluded that the wind strength determines the clutter power variations which are
non-stationary in the general case.

Statistical properties. Wind strength affects the PDF of the clutter intensity
amplitude: for low wind, it is close to Rayleigh, or Weibull distribution with the
shape factor of 2, and therefore, the Weibull distribution have been used as a
reference. The higher the wind power and the carrier frequency, the smaller is the
shape factor. In addition, PDF’s of recorded clutter deviate more from the Weibull
fit, demonstrating an increase of the ‘tail’ in the distribution. This indicates
potentially worse radar performance in terms of probability of false alarms.

Clutter modelling. A semi-deterministic approach to model clutter has been
suggested in [27,57], where clutter has been presented as a sum of scattered signals

Forward scatter radar 599



from elementary oscillators associated with leaves, branches and the trunk of a tree.
The statistical behaviour of the oscillators was imitated by randomly distributed
initial phases, their location points around a single centre and their amplitudes
distributed within a range appropriate for the tree parts. It has been shown that
spectral characteristics of the modelled clutter mentioned above are in excellent
agreement with results of measurement. Moreover, the statistical distribution has
also been in agreement with that of experimentally observed signal and a simula-
tion model of the clutter signal has been developed to be used in a synthetic
simulation environment to test FSR radar performance.

13.4.2 Sea clutter
FSR for maritime application, proposed in [5,58] and investigated in [26,39,59,60],
is configured as a fence consisting of nodes separated by distances of the order of
a kilometre. To form such a fence, the node transceivers are mounted on buoys and
therefore low grazing angle with respect to the sea surface is expected. The effect
of the sea is 2-fold, (i) it forms an underlying surface as in the TRP propagation
model and (ii) complex scattering on the spatially distributed dynamic sea waves is
responsible for a sea clutter which will be received from a large illuminated area
between buoys.

By its very configuration, the FSR channel is similar to an RF communication
channel, and therefore, sea clutter can be described in terms of fading in an RF
channel over a sea surface. Forward propagation studies over the sea surface have
been dedicated to characterise radio wave propagation [61–68], coastal or ship-to-
ship communications [35,63,69–72] as well as radar scattering at low grazing
angles in [64–68,70,73,74]. In [17], approaches developed for characterisation of
fading of RF channels were applied for analysis of FSR clutter at very low grazing
angle. Both spectral and statistic properties were measured and analysed, and
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results were compared to results of modelling. In particular, the dependence of
scattering mechanisms – dominant specular reflections, diffused scattering and
partial shadowing – on the sea state has been considered. In summary;

● forward-scatter radar sea clutter measured at very low grazing angles (less than
0.5�) exhibits, to a first approximation, a near constant frequency centred below
1 Hz, with a roll off of approximately 35–40 dB per decade in the Doppler
frequency domain – Figure 13.26(a). It has also been shown that Rayleigh is a
good fit to the measured clutter intensity distribution – Figure 13.26(b) and (c);

● the clutter spectrum and shape of distribution function are found to be inde-
pendent of transmit receive/baseline range, sea state and carrier frequency,
within the range of limited experimental conditions.

13.5 Air target tracking in CW FSR

This section is dedicated to target tracking in FSR via the maximum likelihood
method. The main goal is to obtain the accuracy of maximum likelihood estima-
tions of target co-ordinates. This accuracy is calculated theoretically and mathe-
matical modelling results are also presented.

13.5.1 Target resolution in forward scatter radar
The advantages of using the FS configuration of bistatic radar when detecting low-
observable targets, including targets built with stealth technology are described in
the previous sections of this chapter. Technical solutions applied when developing
FSR for detection and tracking of air targets are based on the principles discussed
above, but require some specific clarifications.

One of the main characteristics of any radar is target resolution. For the
radars with a pulse probing signal, range resolution is inversely proportional to the
signal bandwidth. At the same time, in bistatic radar, to provide range resolution,
we should resolve the target scattered signal from the direct transmitter signal.
A very particular feature of FS configuration is strong stretching of the coverage
along the baseline [15 (p.400), 75]. Thus, the time delay of the scattered signal
with respect to direct signal is very small. Simple geometrical calculations show
that to provide range resolution of about 100 m with a baseline length of about
40 km, we should use a pulse-probing signal with a band width of more than
100 MHz [15 (p.403)].

Realisation of the transmit and receive positions providing formation and
processing of a signal with such bandwidth is both a difficult and expensive solu-
tion. FSR with narrowband CW probing signal (quasi-harmonic signal) provides
Doppler resolution simultaneously with the possibility of long enough (theoreti-
cally, during the whole observation time) coherent signal integration. For an inte-
gration time of 1 s, we have Doppler resolution of 1 Hz and the Doppler shifts of
the signals scattered by two targets moving with the same velocity but placed at
different points inside of the FSR coverage are different [15 (p.403)]. Therefore,

Forward scatter radar 601



0

–10

–20

–30

–40

–50

100

10–2

10–4

100

10–2

10–4

10–2 10–1

Normalised intensity(b)

(c)

(a)

Deep water Bulgaria

100 101 

Coinston Lake
Langstone harbour
Rayleigh fit

100

10–3 10–2

Intensity

7.5 GHz BL–0.6 km
9.3 GHz BL–14.5 km
24 GHz BL–0.6 km
37.5 GHz BL–14.5 km
7.5 GHz BL–2.3 km
24 GHz BL–2.3 km
1 GHz [10] BL–2.45 km

7.5 GHz

Frequency, Hz

lo
g(

In
(1

/1
 –

 C
D

F)
)

lo
g(

In
(1

/1
 –

 C
D

F)
)

N
or

m
al

is
ed

 P
SD

, d
B

/H
z

SS 1–2
Rayleigh fit 1–2
SS2
Rayleigh fit 2
SS–3
Rayleigh fit 3

10–1 100

24 GHz

Figure 13.26 (a) Normalised PSDs of FSR sea clutter recorded at varying
frequencies, ranges, sea states and test sites. (b) Cumulative
distribution function (CDF) of normalised FSR sea clutter from
different test sites on Weibull paper and (c) comparison of CDFs for
long-term FSR sea clutter measurements in different sea states. SS
stands for sea state by Douglas scale (plots collated from [17])

602 Novel radar techniques and applications – volume 1



Doppler resolution in FSR during the tracking of moving targets provides spatial
resolution. Simple calculations obtained with the equations concatenating the
values of Doppler shift with the target Cartesian co-ordinates [15 (p.412), 76,77]
show that in FSR, with the length of baseline equal to 40 km, wavelength of
probing signal equal to 0.2 m and integration time of 1 s, we have spatial resolution
along the baseline of about 200 m and approximately 20 m across the baseline.

In Figure 13.27, the spatial resolution of CW FSR is presented in the form of
ellipses. The axes of these ellipses are equal to the resolution along the x and y
co-ordinates. The captures along x and y axes are normalised to the length of the
baseline and the ellipses with the smaller axes correspond to the areas where the
better resolution is provided. It is seen that the best resolution corresponds to
the areas close to transmit and receive positions (xnorm ¼ 0 or 1, ynorm ¼ 0), the
worst is observed in the middle of the baseline.

Thus, we can make the conclusion that a narrowband CW-probing signal is an
optimal solution for ground-based FSR aimed at tracking airborne targets, due to
the low cost, simple implementation, low transmitted power and target resolution in
Doppler domain equal to the appropriate spatial resolution.

13.5.2 FSCS and coverage when tracking air target
FSR should be able not only to detect targets crossing the baseline but also provide
tracking of these targets. The best way to understand the possibilities of air target
detection and tracking in FSR is to consider some results of FSCS calculation for a
typical air target, together with the experimental results of tracking.

In Figure 13.28, an example of calculation of the azimuth plane FSCS for
a helicopter is shown for two wavelengths of 0.3 m and 1 m (curves 1 and 2,
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respectively). As it is seen, the width of the main lobe of FSCS is only about 1�.
At the same time, the value of the FSCS is large (more than the monostatic RCS
which is equal to about 2 m2) up to values of target azimuth exceeding 10�. Thus,
the region, where FSCS is bigger than the monostatic RCS, is much wider than the
width of the main lobe.

Experimental results of detection and tracking of the same target are shown in
Figure 13.29. The grey region presents FSR coverage for the helicopter calculated
via the radar equation for the bistatic system. When calculating this coverage, the
helicopter FSCS shown in Figure 13.28 was used. The indices from 1 to 5 are the
numbers of the target tracks obtained during the experiment. It is easily seen
from Figure 13.29 that target was detected and tracked for values of azimuth of
more than 10�. Therefore, detection and tracking of air targets in CW FSR is
provided in the region of several sidelobes of the FSCS as well as in the region of
the main lobe.
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Figure 13.28 An example of helicopter azimuth plane FSCS at two different
wavelengths of 0.3 m and 1 m (curves 1 and 2, respectively) –
� [2007] John Wiley and Sons. Reprinted, with permission,
from [15]
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13.5.3 Mathematical model of measuring process. Maximum
likelihood estimation of trajectory parameters

The three-dimensional bistatic FSR geometry is shown in Figure 13.30. In
Figure 13.30, Tr is the transmitting position; Re the receiving position; Tg is the
target; AB is the target trajectory; CD is the projection of the target trajectory onto
the horizontal plane; x, y, z represent the orthogonal co-ordinate system attached to
the receive position; x0 is the x co-ordinate of the baseline crossing projection;
j is the target trajectory inclination angle towards the baseline in the horizontal
plane; y is the angle of the target trajectory inclination in the vertical plane; a is
the current target azimuth; b is the current target angle of elevation; ~bB is the
bistatic angle.

We will consider three-dimensional bistatic FSR providing estimation of three
target Cartesian co-ordinates (x, y, z) and the three components of the target
velocity vector (vx, vy, vz). When using a narrowband CW-probing signal, the pri-
mary parameters to be measured are the angles of arrival of the target scattered
signal (azimuth, ai and elevation angle, bi) and Doppler frequency shift fD,i

[15 (p.417)], [77–80], where i labels the time instance corresponding to the ith
measurement.

When the length of the baseline is equal to several tens of kilometres, the
airborne target is usually observed during the time interval of one to several min-
utes. Each measurement of primary parameters is obtained after target return
coherent integration and detection during a time interval which is short enough to
neglect the variation of Doppler shift. General techniques to provide measurement
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of these parameters are described in [15 (p.417), 81]. When observing typical
airborne targets (aircraft, helicopter), the interval of signal integration does not exceed
1 s, the base of scattered signal, B, is close to unity [15 (p.418), 82]. Measurement of
Doppler shift could be provided via standard methods of digital spectral analysis (fast
Fourier Transform). Measurements of angles could be obtained via monopulse tech-
niques when forming partial beams of the directivity pattern of the antenna in azimuth
and elevation planes [15 (p.419)]. To provide angular measurements, an antenna array
is used at the receiver.

The sequence of primary measurements forms a vector:

zn ¼ f̂ D1; â1; b̂1; f̂ D2; â2; b̂2; . . .f̂ Dn; ân; b̂n

h iT
(13.47)

Since the coverage of FSR is narrow enough, the probability of target man-
oeuvre inside this coverage is small. Therefore, a model of linear motion is the
most appropriate. For the case when the trajectory model is assumed to be linear,
the tracking vector is written as follows:

xn ¼ xn; yn; zn; vx; vy; vz

� �T
(13.48)

where xn, yn, zn, vx, vy, vz are the values of target Cartesian co-ordinates and their
derivatives at observation moment, tn.
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Figure 13.30 Three-dimensional bistatic forward scattering radar
geometry – � [2007] John Wiley and Sons. Reprinted,
with permission, from [15]
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A non-linear system of equations concatenating the values of primary para-
meters with the values of trajectory parameters appears as follows [15 (p.412)]:

fDiðxnÞ¼�1
l

xn�vxðn� iÞT½ 	vxþ yn�vyðn� iÞT� �
vyþ zn�vzðn� iÞT½ 	vzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xn�vxðn� iÞT½ 	2þ yn�vyðn� iÞT� �2þ zn�vzðn� iÞT½ 	2
q

þ yn�vyðn� iÞT� �
vy� b� xn�vxðn� iÞT½ 	½ 	vxþ zn�vzðn� iÞT½ 	vzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

b� xn�vxðn� iÞT½ 	½ 	2þ yn�vyðn� iÞT� �2þ zn�vzðn� iÞT½ 	2
q

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

aiðxnÞ¼ arctg
yn�vyðn� iÞT
xn�vxðn� iÞT

biðxnÞ¼ arctg
zn�vzðn� iÞTffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xn�vxðn� iÞT½ 	2þ yn�vyðn� iÞT� �2q
(13.49)

A model of the measuring process is based on (13.49). Statistical dependence
of the measured values of the primary parameters upon the target trajectory para-
meters is described by a measurement equation. It can be written in the following
compact form [15 (p.421), 77]:

z ¼ hnðxnÞ þ Dzn (13.50)

hnðxnÞ ¼ fD1ðxnÞ;a1ðxnÞ; b1ðxnÞ; fD2ðxnÞ;a2ðxnÞ; b2ðxnÞ; . . .½
fDiðxnÞ;aiðxnÞ; biðxnÞ; . . .; fDnðxnÞ;anðxnÞ; bnðxnÞ	T

(13.51)

where hn(xn) is a non-linear vector function with elements defined by (13.49);
Dzn is a vector of random primary measurement errors.

For further consideration, we suppose that primary measurement errors are
Gaussian with zero mean and variances, s2

f ; s2
a; s2

b, which are considered to be the
same for all instances in time. We also suppose that the measurements of the primary
parameters are mutually independent at any time shift, as well as the measurements of
every parameter being independent at different moments of observation.

Using the accepted Gaussian model of primary measurement errors, the
maximum likelihood estimation of the tracking vector, ~̂xn, can be found as:

x̂n ¼arg min jn xnð Þ (13.52)

where fn xnð Þ ¼ zn � h xnð Þ½ 	T Gn zn � h xnð Þ½ 	; Gn ¼ M DznDzT
n

� �� ��1
is an inverse

correlation matrix of the primary measurement error vector, D~zn.

13.5.4 Potential accuracy of trajectory parameters measurement
When using the maximum likelihood method, the potential accuracy is determined
by the Fisher information matrix. For the observation process of the introduced
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model of the measuring process, the elements of the Fisher matrix of [79,83
(p.325)] are defined as:

JlkðxnÞ ¼ 1

s2
f

Xn

i¼1

@fDiðxnÞ
@xl


 @fDiðxnÞ
@xk

� 
þ 1
s2
a

Xn

i¼1

@aiðxnÞ
@xl


 @aiðxnÞ
@xk

� 

þ 1

s2
b

Xn

i¼1

@biðxnÞ
@xl


 @biðxnÞ
@xk

�  (13.53)

where xl, xk are elements of the vector xn (l, k [ [1,6] (x1 ¼ xn, x2 ¼ yn, x3 ¼ zn, x4 ¼ vx,
x5 ¼ vy, x6 ¼ vz).

Variances s2
x;n; s2

y;n; s2
z;n; s2

vx;n; s2
vy;n; s2

vz;n of the estimates of trajectory para-
meters can be calculated as diagonal elements of a matrix inverse to the Fisher
matrix. In Figure 13.31, dependences of the normalised root-mean-square deviations
of the estimates of co-ordinate x as functions of value of co-ordinate y are shown
by curves 1 and 2. These are calculated for sf ¼ 1 Hz; sa¼ 0.5� for two different
target trajectories with parameters xCR=b ¼ 0:75; j¼ 45� (Figure 13.31(a)) and
xCR=b ¼ 0:25;,j¼ 45� (Figure 13.31(b)). Curve 1 corresponds to an altitude of
2 km, while curve 2 is calculated for zero altitude. It was assumed that b¼ 40 km,
V ¼ 200 m/s, l¼ 1 m, T¼ 0.25 s.

The analysis of the plots shows that practically monotonic reduction of rms
deviations of errors of co-ordinate x estimation takes place while the observation
time increases (at small values of the angle a they practically coincide with rms
deviations of target range estimation errors), but insignificant rise near the baseline
is possible. The degradation in accuracy of the estimation of co-ordinate x at the
moment of crossing the baseline can be explained by the fact that the Doppler
frequency shift on the baseline does not depend on x. The large errors at the initial
segment of the trajectory can be explained by the lack of measurements of the
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Figure 13.31 Rms errors of target tracking
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primary parameters. At the moment the target leaves the coverage, the rms devia-
tion of the error of estimation of co-ordinate x becomes sufficiently small, about
0.5%–1% of the length of the baseline under the conditions described above. From
comparison of the results presented in Figure 13.31(a) and (b), we can see that the
behaviour of the tracking accuracy in relation to target altitude is different when
the target moves closer to the transmit position, Figure 13.31(a), and closer to
receive position, Figure 13.31(b). In the first case, the accuracy is worse when the
altitude is bigger, while in the second case the inverse situation takes place. There
are two reasons for this: first, the rate of change of primary parameters depends on
the target location between the transmit and receive sides. This is higher when the
target is near to the receiver; second, when target altitude is not equal to zero, the
measurements of elevation angle become more informative. This is equivalent to
the increasing of the length of the primary measurement vector, zn, in comparison
with the case of zero altitude, which corresponds to the 2-D FSR [15 (p.441)].
So, in the region close to the receiver the second factor intensifies the first one to
provide a higher accuracy in 3-D FSR, whilst the inverse situation takes place in
proximity to the transmitter region.

The calculation of rms deviation of the error of estimation of co-ordinate y has
shown that it is insignificant in comparison with sx and does not have a major effect
on the accuracy of target position estimation.

The accuracy of altitude estimation in 3-D FSR has also been evaluated. In
Figure 13.32, the dependence of normalised rms deviations of altitude estimation
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3 2 4

0.26
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–3.87 –2.122 –0.374 1.374 3.122

100y/b
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Figure 13.32 Rms deviation of target altitude estimation
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errors on the value of co-ordinate y in 3-D FSR is shown. Curve 1 corresponds to the
target flight altitude of h¼ 1,000 m, curve 2 corresponds to the altitude h¼ 2,000 m.

By increasing the altitude, the accuracy of the altitude evaluation falls. This
can be easily explained from the viewpoint of geometry – at an equal horizontal
range, the linear size of the error region of the altitude estimation increases with the
increase of altitude.

13.5.5 Iterative algorithm of co-ordinate estimation
A specific feature of CW FSR is that target co-ordinates cannot be measured
directly as well as calculated analytically using measurements of Doppler shift and
angles. In practice, iterative algorithms are used in order to obtain the solution of
the minimisation problem (13.52), giving the maximal likelihood estimation of the
vector of trajectory parameters. The use of the Gauss–Newton algorithm gives [79]:

x̂iþ1
n ¼ x̂i

n þ kCðHT
n GnHnÞ�1HT

n Gn zn � hnðx̂i
nÞ

� �
(13.54)

Here, x̂i
n is the estimate of the vector of trajectory parameters for the ith

iteration; Hn ¼ @hnðxÞ=@xjx¼x̂ i
n

is the matrix of derivatives; kC is the parameter

determining the rate of convergence.
In a practical application of the given iterative algorithm, the key problem is to

choose an initial approximation, x̂0
n [79,80]. Since the minimised function, jn xnð Þ,

is essentially non-linear, the application of the Gauss–Newton algorithm guarantees
finding the local minimum, which does not always coincide with the absolute
minimum.

Suppose there are two triplets of primary measurements, ( fD1, a1, b1) and ( fDn,
an, bn), taken at the time interval Dt ¼ (n – 1)T. Using these triplets of primary
parameters, a system of six non-linear equations concatenating the values of the
primary parameters and the trajectory parameters can be obtained from (13.49).
Taking into account that the bistatic angle, bB, is close to 180

�
, the proposed system

can be presented in a linearised form:

fDn ¼ �Vy

l
ðan þ yn

b � xn
Þ

an ¼ yn

xn

bn ¼ znffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

n þ y2
n

p
fD1 ¼ �Vy

l
ða1 þ y1

b � x1
Þ

a1 ¼ y1

x1

b1 ¼ z1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

1 þ y2
1

p

8>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>:

(13.55)
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The obtained system always has a unique solution determined by the expres-
sions [15 (p.423), 79,80]:

xn ¼ lfDnfD1Dt þ ba2
1 fDn � bana1fD1

� �
=u

yn ¼ anxn

zn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xn

2 þ yn
2

p
bn

Vx ¼ b fDna2
1 þ fD1a2

n � ana1 fD1 þ fDnð Þ� �
= uDtð Þ

Vy ¼ �lfDnfD1 a1 � anð Þ=u

8>>>>>>>>>>><
>>>>>>>>>>>:

(13.56)

where u ¼ lfDnfD1Dt=b þ fDna2
1 � fD1a2

n.
Substitution of the estimates of primary parameters ( fD1, a1, b1) and ( fDn,

an, bn) into (13.56) allows the finding of an initial approximation for the tra-
jectory parameters vector, x̂0

n. Better results can be achieved if an initial
approximation is found using all primary measurements obtained [15 (p.423),
79,80]. Using the least squares method, from the available samples, we can
obtain a polynomial approximation of the Doppler shift, fD, azimuth, a and
elevation angle, b. A polynomial of arbitrary degree can be used, but usually it is
a linear approximation which yields:

~f DðtÞ ¼ af t þ bf

~aðtÞ ¼ aat þ ba

~bðtÞ ¼ abt þ bb

(13.57)

where:

af ða;bÞ ¼

XN

i¼1

ðti � m̂tÞðf̂ i � m̂f ða;bÞÞ

XN

i¼1

ðti � m̂tÞ2

bf ða;bÞ ¼ m̂f ða;bÞ � af ða;bÞm̂t

(13.58)

Substituting fD1, a1, b1, fDn, an, bn in (13.56) for estimates ~f D1; ~a1; ~b1;
~f DN ;

~aN ; ~bN , we obtain the sought after initial approximation.
Using the iterative algorithm (13.54) and initial approximation (13.56), the

estimations of the target co-ordinate measurement accuracy were obtained by
the mathematical modelling. The statistics of primary measurement errors were
accepted as being Gaussian and averaging was made on 1,000 independent rea-
lisations. System parameters and trajectories were similar to those that have been
described in the calculation of potential accuracy. In Figures 13.31 and 13.32,
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dotted and dash-dotted lines present the results of the modelling. Curves labelled
3 correspond to the target altitude of 1,000 m, curves labelled 4 correspond to an
altitude of 2,000 m. It is seen from the comparison of the theoretical curves and
curves obtained during modelling, that the described iterative algorithm provides
close to maximum potential target tracking accuracy. Parametric ambiguity with
respect to the correlation matrix of errors of primary measurements can be
eliminated during tracking.

13.5.6 Experimental tracking results
Experiments with the tracking of air targets were carried out on a full-scale basis. In
experimental FSR, air target trajectories were estimated using the iterative algo-
rithm considered earlier, on the basis of the maximum likelihood method. A first
approximation of the trajectory parameter vector was obtained from the first six
primary measurements. The primary measurement interval T was set to be 1 s. The
Doppler frequency shift and azimuth measurement variances were estimated during
target tracking. The true trajectories were obtained using the data provided by the
onboard GPS equipment.

Figures 13.33 and 13.34 show the results of a target-tracking experi-
ment. Thus, the experiment validated the suitability of the maximum likelihood
algorithm for establishing trajectory parameters with sufficient accuracy in
real time.
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List of abbreviations

BPF band pass filter

CW continuous wave

DPS direct path signal

EM electromagnetic

FS forward scatter

FSCS forward scatter cross-section

FSR forward scatter radar

HPF high pass filter

LPF low pass filter

LS leakage signal

PDF probability density function

PO physical optics

PSD power spectrum (spectral) density

PTD physical theory of diffraction

RCS radar cross-section

RSSI received signal strength indicator

Rx receive/receiver
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SLD square law detector

SNR signal-to-noise ratio

SS sea state

TRP two ray path

Tx transmit/transmitter

UAV unmanned aerial vehicle

UHF Ultra-high frequency

VHF Very high frequency
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Chapter 14

Radar imaging of building interiors

Fauzia Ahmad1 and Moeness G. Amin2

Abstract

Through-the-wall radar imaging (TWRI) provides the capability to see inside
buildings using electromagnetic waves for both defence and civilian applications.
Unlike traditional free-space radar operation, the presence of walls introduces
unique challenges that need to be addressed to render TWRI a viable technology. In
this chapter, we present a review of various approaches for building layout deter-
mination and imaging of stationary indoor scenes. These approaches effectively
address the associated challenges to provide effective and reliable radar operation.
Specifically, we consider both ground-based and airborne radar operation and
discuss both non-adaptive time-domain and frequency-domain beamforming
approaches for through-the-wall image formation of stationary scenes and feature-
extraction-based building layout determination methods.

14.1 Introduction

Through-the-wall radar imaging (TWRI) is an emerging technology that addresses the
desire to see inside buildings using electromagnetic (EM) waves for various purposes,
including determining the building layout, discerning the building intent and nature of
activities, locating and tracking the occupants and even identifying and classifying
inanimate objects of interest within the building. TWRI is highly desirable for law
enforcement, fire and rescue and emergency relief and military operations [1�5].
Applications primarily driving TWRI development can be divided based on whether
information on motions within a structure or on imaging the structure and its stationary
contents is sought out. Discrimination of movements from background clutter can be
achieved through change detection (CD) or exploitation of Doppler [6�14]. One-
dimensional (1-D) motion detection and localization systems employ a single trans-
mitter and receiver and can only provide range-to-motion, whereas two-dimensional
(2-D) and three-dimensional (3-D) multiantenna systems can provide more accurate
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localization of moving targets. The 3-D systems have higher processing requirements
compared to 2-D systems. However, the third dimension provides height information,
which permits distinguishing people from animals, such as household pets. This is
important, since radar cross section alone for behind-the-wall targets can be unreliable.

Imaging of structural features and stationary targets inside buildings requires at
least 2-D and preferably 3-D systems [15�37]. Because of the lack of any type of
motion, these systems cannot rely on Doppler processing or CD for target detection
and separation. Synthetic aperture radar (SAR)-based approaches have been the
most commonly used algorithms for this purpose. Most of the conventional SAR
techniques usually neglect propagation distortions such as those encountered by
signals passing through walls [38]. These distortions degrade radar imaging and can
lead to ambiguities in target and wall localizations. Free-space assumptions no
longer apply after the EM waves propagate through the first wall. Without factoring
in propagation effects, such as attenuation, reflection, refraction, diffraction and
dispersion, imaging of contents within buildings will be severely distorted. As such,
image-formation methods, array-processing techniques, target detection and image-
sharpening paradigms must work in concert and be reexamined in view of the
nature and specificities of the underlying sensing problem.

In addition to exterior walls, the presence of multipath and clutter can sig-
nificantly contaminate the radar data leading to reduced system capabilities for
imaging of building interiors and localization and tracking of targets behind walls.
The multiple reflections within the wall result in wall residuals along the range
dimension. These wall reverberations can be stronger than target reflections,
leading to its masking and undetectability, especially for weak targets close to the
wall [39]. Multipath stemming from multiple reflections of EM waves off the tar-
gets in conjunction with the walls may result in the power being focused at pixels
different than those corresponding to the target. This gives rise to ghosts, which can
be confused with the real targets inside buildings [40�42]. Further, uncompensated
refraction through walls can lead to localization or focusing errors, causing offsets
and blurring of imaged targets [25,32,43]. SAR techniques and tomographic
algorithms, specifically tailored for TWRI, are capable of making some of the
adjustments for wave propagation through solid materials [25�33,43�48]. While
such approaches are well suited for shadowing, attenuation and refraction effects,
they do not account for multipath as well as strong reflections from the front wall.

The problems caused by the front wall reflections can be successfully tackled
through wall clutter mitigation techniques. Several approaches have been devised,
which can be categorized into those based on estimating the wall parameters and others
incorporating either wall backscattering strength or invariance with antenna location
[32,39,49�55]. In [32,49], a method to extract the dielectric constant and thickness of
the non-frequency-dependent wall from the time-domain scattered field was presented.
The time-domain response of the wall was then analytically modelled and removed
from the data. A similar wall parameter estimation procedure was proposed in [50].
Unlike [32,49], the method in [50] exploits averaged measurements across multiple
antenna positions, thereby improving the robustness of the estimation procedure against
disturbances due to the scatterers behind the wall and the noise. In [39], a spatial
filtering method was applied to remove the dc component corresponding to the
constant-type radar return, typically associated with the front wall. The third method,

622 Novel radar techniques and applications – volume 1



presented in [51�54], was based not only on the wall scattering invariance along the
array but also on the fact that wall reflections are relatively stronger than target
reflections. As a result, the wall subspace is usually captured in the most dominant
singular values when applying singular value decomposition (SVD) to the measured
data matrix. The wall contribution can then be removed by orthogonal subspace pro-
jection. Both SVD-based and spatial filtering-based wall mitigations were considered
for sub-Nyquist sampled data in [56]. In [55], discrete prolate spheroidal sequences
were used to represent wall returns, which were then captured by a sparsity-based
approach. Subtraction of the captured returns from the reduced set of measurements at
each antenna resulted in wall clutter-free data.

Several methods have also been devised for dealing with multipath ghosts in
order to provide proper representation of the ground truth. Earlier work attempted to
mitigate the adverse effects stemming from multipath propagation [29,57]. Subse-
quently, research has been conducted to utilize the additional information carried by
the multipath returns [42,58�66]. Multipath-exploitation-based TWRI was first
attempted in [58], wherein areas in the shadow region of highly attenuating targets,
which were not directly illuminated by the radar, were imaged by utilizing multipath
returns. Following a similar idea, the work in [42] made use of the energy in the ghost
targets resulting from secondary reflections at known interior walls to generate a
ghost-free image with improved signal-to-clutter ratio (SCR). Multipath modeling
and exploitation has further been considered as an inverse scattering problem in
[59,60]. Multipath exploitation within the compressive sensing framework was
addressed in [62,63] for sparsely populated stationary indoor scenes. By using proper
modeling under known wall locations, sparse reconstruction in this case yielded an
image where ghosts were eliminated and their energy was added to the real targets.
Compressive-sensing-based multipath exploitation was extended to a general sparse
indoor scene of stationary and moving targets in [64]. Offerings of multipath
exploitation for target classification in TWRI applications were examined in [61]. It
is noted that the aforementioned approaches require a radar system comprising a real
or synthesized array aperture. Multipath exploitation for sensing indoor stationary
scenes can be also performed using a single-antenna ultrawideband (UWB) radar
system [65,66]. The concept of exploitation is embedded in using the resolvable
multipath to create virtual radar units at different locations dictated by the positions
of both targets and walls and utilizing the embedded directivity in UWB antennas.

For determination of the building interior layout, feature extraction methods
allow detection, classification and localization of building elemental structures such
as walls, ceilings and corners. Based on the locations of elemental structures, the
building layout can be synthesized. Different feature extraction methods can be used
for extracting building elements, exploiting either radar images or raw radar data
[17,21,22,67,68]. In addition to the feature extraction methods, other approaches have
been presented in the literature, which use a model of the complete building structure
to predict the radar measurements [15,16,20,69]. In such model-based approaches, a
detailed EM simulation is performed for forward prediction of the measurements
based on the chosen building layout. The layout is updated based on the difference
between the predicted measurement vector and the actual measurement vector. These
algorithms use finite elements methods together with, for instance simulated
annealing or jumped diffusion algorithm, for updating the building layout.
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In this chapter, we focus on determining the building interior layout and imaging
of stationary indoor scenes. We present a review of various techniques that address
the unique challenges associated with attaining these objectives in urban operations.
Section 14.2 deals with imaging of stationary indoor scenes, whereas feature-
extraction-based building layout determination is discussed in Sections 14.3�14.5.
More specifically, Section 14.2 discusses time-domain and frequency-domain data
independent beamforming approaches for through-the-wall image formation of
stationary scenes. The presented approaches account for refraction effects on signals
propagating through walls. However, due to space limitations, wall clutter mitigation
and multipath suppression/exploitation are not discussed. Interested readers are
referred to [32,39,42,49,51�55,58�66] for further details on these aspects of
imaging of stationary indoor scenes. Section 14.3 presents a framework for 3-D
feature estimation from multielevation SAR apertures for determining the building
interior layout. A pattern-matching approach that uses an image descriptor known as
the correlogram is discussed in Section 14.4. Use of overcomplete dictionaries
(OCD) in conjunction with sparse reconstruction for building interior layout esti-
mation is presented in Section 14.5. Model-based building layout estimation is not
discussed in this chapter. For an in-depth treatment of these techniques, see
[15,16,20,69]. Concluding remarks are provided in Section 14.6.

14.2 Beamforming for imaging stationary indoor scenes

TWRI systems generally employ beamforming-on-receive approach, which utilizes
several wide-beam transmit elements to sequentially illuminate the entire region of
interest with the return signal sampled by a receive array for each instance of
transmission. Beamforming-on-receive is the preferred method for through-the-wall
image formation, since it permits various types of signal compensation for wall
propagation effects to be easily accommodated in the beamforming process [25,43].
A number of algorithms, both data-independent and data-adaptive schemes,
can be used to realize the beamforming operation [24,25,29�31,33,43,70,71].
Data-independent approaches include backprojection and direct frequency-domain
beamforming, whereas data-adaptive approaches include the Capon method.
For coherent radar imaging, the latter is employed through an approach called
high-definition vector imaging, which was originally proposed for general SAR
applications in [72] and investigated specifically for TWRI applications in [44,70,71].
Data-independent approaches are discussed in detail in this section. See [43,44,70,71]
for detailed discussion of data-adaptive beamforming methods for TWRI.

We assume the use of wideband waveforms and monostatic or near-monostatic
arrays, be it a physical aperture, a synthesized aperture, or a combination thereof.
Moreover, far-field operating condition is assumed, which implies that the electric field
of the propagated radar signal is represented by transverse plane waves. This approx-
imation is applicable for the most part to TWRI systems, because typical operational
wavelengths range between a few centimetres to 50 cm, while stand-off distances from
exterior building walls and interior features of interest are on the order of 10 to 100 m.
The far-field condition further implies that plane wave refraction at wall-air interfaces
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is described by Snell’s law only. All scatterers are considered to be ideal point targets,
for which the amplitude and phase responses are independent of angle and frequency.

14.2.1 Data-independent beamforming
Let Nt be the number of transmitters and Nr be the number of receivers. Let the mth
transmitter illuminate the scene with a modulated wideband signal sðtÞe�j2pfct,
where fc is the carrier frequency and sðtÞ is the baseband signal. Assuming P point
targets in the region of interest, with the pth target located at position rp, the
received baseband signal at the nth receiver can be expressed as

~ymnðtÞ ¼
XP

p¼1

Apsðt � tmnðrpÞÞe�j2pfctmnðrpÞ; n ¼ 1; . . .;Nr; m ¼ 1; . . .;Nt

(14.1)

where Ap is the complex reflectivity of the pth target and tmn is the pulse propa-
gation time between the mth transmitter, pth target and the nth receiver.

The region of interest is divided into a regular grid with a finite number of grid
points, say Q, with the qth grid point located at position rq. Then, the complex
image amplitude corresponding to the qth grid point is given by [25,30,43]

IðrqÞ ¼
XNt

m¼1

XNr

n¼1

wmnymnðt þ t̂mnðrqÞÞ � hðtÞ� �
t¼0 (14.2)

where the operator ‘�’ denotes convolution, wmn is a weighting applied to the nth
received signal with the mth transmitter active, t̂mnðrqÞ is the estimated total pro-
pagation delay of the signal from the mth transmitter to the grid point at rq and then
back to the nth receiver, hðtÞ ¼ s�ð�tÞ is the impulse response of the filter matched
to the transmitted waveform and the superscript ‘�’ denotes complex conjugate.
This process is repeated for all grid points to form an image of the region of
interest. The weights wmn are primarily used to control the sidelobe response of the
beamformer, but they can also include factors to compensate for power variations
in the signal returns due to normal geometric attenuation.

Equation (14.2) constitutes the backprojection algorithm, which is a time-
domain approach. The use of a time-domain backprojection algorithm offers the
following key advantages for through-the-wall imaging applications [43]:

● Since the algorithm makes no geometrical approximations, it can inherently
accommodate near-field imaging scenarios.

● The use of the estimated signal propagation delay, t̂mnðrqÞ, in the image for-
mation process provides a convenient mechanism to compensate signals for
additional propagation delays caused by the presence of walls, either analyti-
cally as described in Section 14.2.2, with model-based corrections, and/or
through autofocusing techniques.

● Direct incorporation of t̂mnðrqÞ also inherently accommodates the use of
non-linear or non-planar arrays, which may result from design choices or, for
the case of SAR processing, from the path of the moving radar platform.
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Alternatively, image formation can be carried out in the frequency-domain through
evaluation of the following expression [24,43],

IðrqÞ ¼
XNt

m¼1

XNr

n¼1

XK

k¼1

wmnYmnð fkÞS�ð fkÞexpð j2pfk t̂mnðrqÞÞ (14.3)

where Ymnð�Þ is the Fourier transform of the nth received signal with the mth
transmitter active, Sð�Þ is the Fourier transform of the wideband baseband transmit
signal, K is the number of frequency samples measured by the radar and fk is the
kth measured frequency. This frequency-domain approach offers the same advan-
tages as backprojection for TWRI applications.

14.2.2 Compensation of wall propagation effects
First, consider the case of homogeneous walls. At frequencies typically employed for
beamforming in TWRI (0.5�3 GHz), solid walls can be idealized as a slab of a
dielectric material with sufficient accuracy. Assuming the wall parameters, such as its
thickness and material dielectric constant, to be known, the propagation delay esti-
mates, t̂mnðrqÞ, in the presence of a homogeneous wall can be obtained as follows.

For simplicity of analysis, consider the Nr-element receive array with inter-
element spacing D0, placed against a homogeneous wall of thickness d and
dielectric constant er, as shown in Figure 14.1. Since it can be readily shown that
the path lengths are invariant to the wall location between the array and the grid
point, the results herein are also applicable to the general case of a non-zero stand-
off distance. It is noted, however, that the radiation properties of the antennas
change when in close proximity to the wall, which should be taken into account for
accurate imaging. Using the notation defined in Figure 14.1, Snell’s law dictates
that sin b ¼ ffiffiffiffi

er
p

sin b0. Then, with this relation and using Taylor series expansion
for rn, the one-way path length Rnðr; qÞ between the nth receiver and the grid point
at rq ¼ ðr; qÞ can be expressed as [43]

Rnðr; qÞ � r 1 þ d

r
gþ ð1 � cos qÞm½ �

� �
� r sin qþ sinð2qÞ

2
d

r
m

� �
nD0

r

	 


þ r
2

cos2 q� cos qð3 sin2 q� 1Þ d

r
m

� �
nD0

r

	 
2

(14.4)

where

g ¼ ffiffiffiffi
er

p � 1; m ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gðgþ 2Þ

p
� g

As the ratio d=r tends to zero (i.e., for a thin wall or at long ranges), (14.4) takes
the form

Rnðr; qÞ � r 1 � nD0

r

	 

sin qþ nD0

r

	 
2 cos2 q
2

( )
(14.5)
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which is the free-space expression for Rnðr; qÞ. The one-way delay Rmðr; qÞ
between the mth transmitter and the grid point can be computed in a similar
manner. Then, the propagation delay estimate t̂mnðrqÞ is given by

t̂mnðrqÞ ¼ Rmðr; qÞ þ Rnðr; qÞ
c

(14.6)

where c is the speed of light.
In practice, the wall characteristics, namely, its thickness and dielectric con-

stant, may not be available a priori. Various methods have been devised to estimate
the wall parameters from radar data [32,49]. Alternative techniques, ranging from
autofocus of the image [47] to comparing imaging from sub-arrays [45,73], have
also been devised for reliable imaging in the presence of walls with unknown
characteristics.
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Figure 14.1 Through-the-wall imaging geometry for zero stand-off distance
using a linear receive array. �CRC Press. Adapted, with permission,
from [43]
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For non-homogeneous walls with an internal structure of air gaps, such as
cinder block or hollow bricks, the signal propagation delay can vary rapidly from
one element to the other across the array, especially, when the array is used in
contact with the wall. This is because some elements may be close to the void,
while for others, the propagation may occur through one of the filled volumes of
the structure. From a phenomenological point of view, this problem is mainly
encountered for building materials that are highly variant with respect to translation
of the array parallel to the wall. Figure 14.2 shows the imaging results corre-
sponding to a person at a range of a few metres through air and through a hollow
brick wall [43]. Clearly, the hollow brick wall destroys the focusing almost com-
pletely, compared to the case of free-space propagation. This is attributed to the
mismatch between the assumed propagation delay in the image formation algo-
rithm and the actual propagation delays, as depicted in Figure 14.3, resulting in
poor image focusing. The observed propagation delay is much more complex, since
each channel experiences a rather different propagation path. By time shifting the
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Figure 14.2 Imaging results (a) free-space propagation (no wall is present),
(b) hollow brick wall. �CRC Press. Reprinted, with permission,
from [43]
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data samples in each channel based on the measured relative propagation delays
shown in Figure 14.3, the data can be realigned. Subsequent image formation using
realigned data produces a focused image (not shown). It should be noted that in
real-time application, it may be difficult to apply this propagation delay measure-
ment due to its high computational requirement and the fact that automatic tracking
of propagation delay may not be robust enough in real environment. If propagation
tracking is incorrect, the result may be even worse than the original unadjusted
image. For walls with periodic structures, such as the hollow brick wall, a model-
based approach to compensating the receiver channel signals may be somewhat
effective if wall material is known [43].

14.3 SAR imaging using attributed scattering centre features
for characterization of building interior structure

Radar images of building interiors may be obtained using beamforming techniques
based on a point target model, as detailed in Section 14.2. However, the radar
responses to corners, walls and ceilings are not well represented by a point target
model, resulting in classification confusion. Further, point-target-model-based
beamforming causes the energy in the multipath reflections to be focused at ima-
ging locations where no targets are present, leading to false alarms that clutter the
image. As such, building features can be more reliably extracted using an imaging

 ~0.3 m

10
Channels Channels

20 10 20

Figure 14.3 Range profiles of raw data from a 20-channel monostatic array for a
target at 45� bearing from boresight, under free-space propagation
(left figure) and through a hollow brick wall (right figure). �CRC
Press. Reprinted, with permission, from [43]
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approach exploiting scatterer models [17,67]. In this approach, the building struc-
tural elements are represented by canonical scatterers, such as corners and planar
surfaces. For these canonical scatterers, models are available describing the
amplitude, phase and polarimetric characteristics of the radar responses [74,75].
Exploitation of such a priori defined scattering models provides robustness against
clutter and multipath reflections, assuming these do not match the defined scat-
tering models.

In this section, we consider building structure estimation from an airborne
SAR system. Dominant scattering features, such as trihedrals, dihedrals and plates,
are used to infer building interior structure. Trihedral features describe dominant
scattering from corners in the building (such as wall-wall-floor corners), whereas
dihedrals capture the dominant response from wall-floor structures. Direct specular
scattering from plates (e.g., walls or floors) is not often seen in airborne data col-
lection geometries and are thus excluded from the model in this section. Note that
plate scattering can be readily included in the model for ground-based radar
measurements.

14.3.1 Canonical scattering models
We consider a SAR system which collects coherent backscatter measurements
Y ð f ;f; qiÞ on circular apertures over the full ½0; 2p� range of azimuth angles f and
at two closely spaced elevation angles q1; q2f g, as shown in Figure 14.4. Note that
the model and algorithm presented below can be readily extended to the case of a
small number (>2) of closely spaced elevation angles [67]. The backscatter mea-
surements are collected over a band of frequencies f 2 fc � B=2; fc þ B=2½ �, where
B is the bandwidth. Assuming P canonical scatterers comprising the structure of the
building being interrogated, the SAR measurement corresponding to frequency f ,
azimuth angle f and the elevation angle qi can be expressed as [67]

Y ð f ;f; qiÞ ¼
XP

p¼1

Tpð f ;fÞGpð f ;fÞApe�j 4pf =cð ÞRðrp;f;qiÞ (14.7)

z

y

x

q2

q

f

q1

Figure 14.4 Circular SAR data collection geometry. �IEEE. Reprinted, with
permission, from [17]
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where Ap is the amplitude of the pth scattering centre, Tpð f ;fÞ is the frequency and
aspect dependent propagation transfer function through the dielectric layers,
Gpð f ;f) models the frequency and azimuth dependence of the pth scattering
centre and Rðrp;f; qiÞ is the range to the pth scattering centre at building-centric
coordinate position rp ¼ ðxp; yp; zpÞ relative to the scene centre

Rðrp;f; qiÞ ¼ xp cosðfÞ cosðqiÞ þ yp sinðfÞ cosðqiÞ þ zp sinðqiÞ (14.8)

In general, Ap, Tp and Gp are all functions of elevation angle q as well.
However, since we assume that the elevation difference is small, so that q1 � q2,
we drop the q dependence for notational brevity. In general, each scattering centre
is subject to a different propagation transfer function Tpð f ;fÞ to account for dif-
ferent number of walls that are in the propagation path.

The scattering response for a dihedral of length L, positioned flat on the
xy-plane at an azimuth pose angle of fr (indicating the direction of the surface
normal) is given by [67]

Gdið f ;f; qÞ ¼
ffiffiffiffiffiffi
j

f

fc

s
sinc

pf

c
L sinðf� frÞ

	 

(14.9)

This model is derived under the assumption of a single dihedral made up of per-
fectly conducting faces. In a practical building, however, the dihedral is not only
formed by multilayer dielectric materials, but the two faces could be made of dif-
ferent materials. The dispersion and delay caused by these materials is captured by
the term Tpðf ;fÞ in (14.7).

The trihedral scattering model comprises returns from three orthogonal plates
aligned with the coordinate axes. The peak scattering occurs at f ¼ p=4 and
q ¼ tan�1ð1= ffiffiffi

2
p Þ � 35:26�. The frequency and azimuth response for the trihedral

is given for q 2 ½0;p=2� and f 2 ½0;p=4� as [67]

Gtriðf ;f; qÞ ¼
ffiffiffiffiffiffi
j

f

fc

s
Hðf; qÞ (14.10)

where Hðf; qÞ is a function defined on ðf; qÞ 2 ½0;p=2� � ½0;p=2� with a maximum
at ðf; qÞ ¼ ðp=4; tan�1ð1= ffiffiffi

2
p ÞÞ and that decreases smoothly to zero as either f or q

approaches 0 and p=2 [76]. The specific form of H depends on the particular
shapes of the trihedral faces. However, the beamwidth of this response exceeds
45� in both azimuth and elevation for common face shapes, such as rectangles or
triangles. The primary difference between the dihedral and trihedral scattering
models is the significantly larger azimuthal persistence of trihedral scattering. The
dihedral azimuthal mainlobe width is approximately 2l=L, which for a 6-m wall at
L-band amounts to approximately 5�. On the other hand, trihedral scattering per-
sists for more than 45� in azimuth. This difference in azimuthal persistence
between the two scattering centres is exploited for classification.

Radar imaging of building interiors 631



14.3.2 Feature extraction
We now address the problem of estimating the relevant parameters to describe the
scattering primitives in (14.7) from a set of measurements Y ð f ;f; qiÞ; i ¼ 1; 2. We
are interested in finding the parameter vector Q which solves the following opti-
mization problem,

arg min
Q

X2

i¼1

Z
f

Z
f

Y ð f ;f; qiÞ �
XP

p¼1

Tpð f ;fÞGpð f ;fÞApe�j 4pf =cð ÞRðrp;f;qiÞ
�����

�����
2

df df

(14.11)

where Q ¼ fQpgP
p¼1 and each Qp contains the parameters (location, type, reflection

function Gp and transmitting path function Tp) that characterize the pth scattering
primitive. However, this optimization problem is highly non-linear and direct
minimization of (14.11) is computationally intractable in general. Therefore, the
high-dimensional problem in (14.11) is decomposed into a set of smaller dimen-
sional minimization problems that can be solved independently. The decomposition
is accomplished as follows [67]. First, for each elevation pass i, we form 2-D
subaperture images using a subset of the measured circular SAR data. Scattering
features appear as localized responses in these images, although for TWRI, there is
significant spatial spread and also significant spatial overlap in these responses.
Second, non-parametric preprocessing is used to form an initial deconvolution of the
scattering primitive responses to localize and isolate energy from individual pri-
mitives in the image planes. Once the energy is localized, we decompose the image
into regions in which the response of only a small number of primitives (usually
only one) is isolated. We then perform the non-linear minimization independently
for each scattering primitive in each subaperture. In this way, we decompose the
high-dimensional minimization of (14.11) into many small-order, computationally
tractable minimization problems. The outline of the feature extraction algorithm is
provided in Figure 14.5 and each step is detailed below.

1. Subaperture imaging: A subaperture image Ii;mð~x;~yÞ is formed by first inter-
polating the measurements from a subaperture of width D centred at azimuth
angle fm and at elevation qi, followed by application of a windowing function
and performing a 2-D inverse Fourier transform. The parameters ~x and ~y
denote the corresponding downrange and crossrange dimensions of that
ground-plane image. Subaperture imaging requires accurate radar phase
coherence only over azimuth extents corresponding to the subapertures, and
not over the entire 360� aperture. Further, the azimuth angle(s) for which a
scattering centre is present or persistent provides valuable information about
the orientation and scattering type and is helpful for hypothesizing building
layout in subsequent processing stages.

2. Height processing: Scattering primitives that appear in subaperture images are
projections into the 2-D image plane from 3-D scattering primitive locations.
As a result, the next step is to use interferometric processing to estimate 3-D
locations and then to separate scattering primitives by height. Imaging with
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SAR data produces complex-valued reflectivity maps, whose phase contains
modulation terms related to scene height and elevation angle of the radar.
Therefore, the relative phase of the images ðI1;m; I2;mÞ can be used to separate
returns from the different floors of the interrogated building. For the con-
sidered airborne collection geometry, the dominant reflectors in the scene are
located at floor-wall junctions [77,78]. Scattering primitives from different
heights in the building exhibit significantly different response profiles; this is
primarily because Tp differs significantly for scattering primitives at different
floors in the building, since primitives at lower floors include transmissions
through multiple walls or floors above them. Assuming that the nominal prior

Measured data

Subaperture
imaging

IFSAR phase
(height)

windowing

Floor heights {zn}

Spatially
varying

deconvolution

Clustering and
feature detection

Local scattering
prediction

Building
floor plan

Scattering
premitive feature

estimation

Scattering
predication

Deconvolution
Kernels
{H zn}

{Y ( f , f , qi)}i=1,2

Initial wall and reflection
Propagation models (T,G)

Ii,m (x, y)~ ~

Ii,m (x, y)~ ~zn

Hm 
zn

S i,m (x, y)~ ~zn

{Ap, rp, Gp}0 0

{Ap, rp, Γ }

Γ

Figure 14.5 Processing steps for extracting building features. �2009 IEEE.
Reprinted, with permission, from [17]
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information about the number of floors Nf and their associated heights zn is
available, each set of subaperture images can be filtered using a window
function on the relative phase, centred at the hypothesized height of interest,
zn, to isolate returns from scattering centres at different floors. If prior infor-
mation about the number of floors and their heights is not available, these
could be estimated from histogram peaks of the relative complex phase of the
subaperture images [67]. The output of the height processing step is the set of
height-filtered subaperture images I zn

i;mð~x;~yÞ.
3. Non-parametric deconvolution: Owing to the reflections and transmissions

through walls and ceilings, the backscattered responses from dielectric primi-
tives formed from floors and walls are dispersed in both range and crossrange.
In addition, the windowing in the subaperture imaging step causes further
spatial spreading. To address this spreading, a radar system function can be
developed in the image domain that captures these effects. This function can
then be utilized in a non-parametric sparse-reconstruction algorithm for
deconvolving the radar system function, thereby forming initial estimates for
scatterer amplitudes and positions. The radar system function is based on two
approximations [67]. First, we assume that images can be segmented to sepa-
rately isolate trihedral, dihedral and plate primitives. One simple way to do so
is to separately treat cardinal-angle subaperture images and off-cardinal-angle
subaperture images, with the assumption that returns from the buildings on
cardinal angles are dominated by returns from plates and dihedrals, while
returns from buildings off-cardinal angles are dominated by trihedrals. More
sophisticated processing can use hypothesis testing approaches (e.g., [79]) to
achieve this decomposition. Second, we assume that scattering primitives at
the same height experience approximately the same through-the-wall trans-
mission distortions. Thus, the system function Hzn

m can be determined from an
initial hypothesis of wall and ceiling dielectric compositions and knowledge of
collection and imaging geometry. We note that the system function depends on
heights zn. This is because reflectors at lower floors of a building are subjected
to larger number of ceilings in their propagation paths. The deconvolution
process aims to reconstruct the images Szn

i;m from the measured images
I zn
i;mð~x;~yÞ, given the knowledge of the deconvolution kernel Hzn

m . Since Szn
i;m

consists of a few non-zero elements, the deconvolution problem is formulated
as a sparse reconstruction problem as [80,81]

arg min
S

jjI � HSjj22 þ mjjSjj1
n o

(14.12)

where I is the vector of grid points of the height filtered subaperture image I zn
i;m,

S is the vector of deconvolved image grid points, H is the Toeplitz matrix that
represents convolution with the given system function Hzn

m , jj � jj2 is the 2-norm
and jj � jj1 denotes the 1-norm. Fractional norms can also be used instead of
the 1-norm [80]. The parameter m is either determined based on the expected
SCR, or crossvalidation-based methods can be used for selecting m [82,92].
The deconvolved sparse images Szn

i;m isolate individual primitive responses by
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height, subaperture and image location and permit a decomposition of the
optimization problem in (14.11) into several smaller dimension problems.

4. Primitive detection and parameter estimation: In the final stage of the feature-
extraction algorithm, the primitive features are estimated using the initial
estimates of primitive type, location and orientation obtained from decon-
volved subaperture images, along with initial estimates of transmission and
reflection response functions in a non-linear Quasi-Newton method [67]. More
specifically, we isolate subregions of high energy in the subaperture images
and assign estimated primitive locations. Dihedrals and plates are assumed to
persist for a single subaperture image set, and their initial parameters are
obtained from a single azimuth subaperture. On the other hand, trihedrals
persist across multiple subapertures, and combined processing across sub-
apertures is required. To this end, multiple subaperture images corresponding
to each quadrant of off-cardinal azimuth angles and each floor are processed
separately to isolate responses from trihedral corners oriented in one of four
primary directions in that floor. Wide azimuthal persistence of trihedrals
results in multiple detections at close spatial location from the different sub-
aperture images belonging to the same quadrant. A clustering algorithm is then
employed to assign the detections Ap; rp

� 
into M clusters CðrmÞ, which are

used to initialize the following non-linear minimization problem that is solved
for the trihedral features for each of the four quadrants,

min
Ap;rp;G

X2

i¼1

X
m2Mj

I zn
i;m � Hzn

m ðGÞ �
X

p

Apdð~x � ~xlðrmÞ;~y � ~ylðrmÞÞ
�����

�����
2

(14.13)

Here Mj is the set of subaperture indices m corresponding to the jth quadrant,
j ¼ 1; 2; 3; 4 and ð~xl;~ylÞ is the projected layover image grid point corres-
ponding to the 3-D location rm. Note that the iteration of the wall parameters
G has been incorporated in this minimization to account for any ambiguities.
Dihedral and plate parameter estimation is a special case of the trihedral
processing and does not require clustering.

14.3.3 Illustrative example
We present results of interior corner estimation of a two-story building with
dimensions 23:6 � 13:2 � 6:0 m [17]. Two monostatic, single polarization, circular
SAR measurement apertures are synthesized using the National Electromagnetics
Consortium (NEC) Basic Scattering Code (BSC) [83], at elevation angles 45� and
45:2�. The outside walls and the lower and upper floor ceilings in the building are
modelled as rebar-reinforced concrete, and interior walls are modelled as cinder-
block walls. Measurements are obtained for the 0.5 to 1.5 GHz frequency band and
horizontal polarization. Noise is added to simulate a background clutter that is
40 dB below the peak amplitude of the largest scattering return. Feature extraction
and hypothesis refinement is implemented using 20 subaperture images formed at
10� increments. We present trihedral feature extraction and localization results; for
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trihedrals, we do not use the images centred at the four cardinal angles of the
building. We used hypothesized floor heights centred at 0 and 3 m for the height-
filtering procedure. For the sparse reconstruction step, the required system function
can be obtained from a prior estimate of the outside wall/ceiling structure of the
building, or from an isolated scattering response from the measured SAR image.
We have used NEC-BSC and single (double) rebar ceiling models for the upper
(lower) floor reflectors to compose Tznð f ;fÞ and a trihedral with layered dielectric
walls to approximate Gtrið f ;fÞ. To test robustness to model mismatch, we used
nominal values for the rebar parameters and dielectric coefficients that differed by
approximately 20% from the actual values used in the simulation.

Figure 14.6 depicts the scattering centre detections from all subapertures after
the height filtering and sparse reconstruction step (output of Step 3). The estimates

(a)

(b)

Figure 14.6 Initial trihedral detections for the test building, (a) upper floor,
(b) lower floor. Colour denotes the quadrant at which the feature was
detected. �2009 IEEE. Reprinted, with permission, from [17]
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are provided for lower floor and upper floor trihedral corner features. After the
estimation step, one obtains a much sparser set of trihedral scattering primitive
features, as shown in Figure 14.7. The actual building layout estimate is overlaid on
the estimated trihedral features. The trihedrals are denoted as one of the four pri-
mitive icons (denoting trihedral orientation), and each icon corner is positioned at
the final location estimate of the primitive. The z estimates (not visible in the top
view depiction in Figure 14.7) are all within 25 cm of the true heights for these
primitives. Features are well aligned with building corners, and no false-alarm
trihedral detections are seen at locations that do not have floor-wall-wall corners.
In addition, the location estimates show strong consistency for the differently
coloured icons, which use independent data sets in forming the estimates; primitive
estimates from, say, northeast-pointing trihedrals are obtained using disjoint data
and independent estimation processing than northwest or southeast corners,
yet align well with each other in location.

(a)

(b)

Figure 14.7 Final trihedral feature estimates for the test building, (a) upper floor,
(b) lower floor. Colour denotes the quadrant at which the feature was
detected. The actual building layout is overlaid on the detected
trihedral features. �2009 IEEE. Reprinted, with permission,
from [17]
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14.4 Correlogram-based pattern matching
for building feature extraction

An alternate approach for building feature extraction is based on image pattern
matching strategy [22], which employs a novel image descriptor, namely the cor-
relogram [84]. The correlogram encodes information about the spatial correlation
of the image complex amplitudes. The pattern matching strategy assumes flex-
ibility in ground-based radar operation, which allows proper angular illuminations,
thereby avoiding the front wall returns and preserving the corner features created
by the wall junctions. This can be achieved using squint beamforming or broadside
beams with tilted aperture [85,86]. Estimating locations of corners, by comparing
the known correlogram of the scattering response of an isolated canonical corner
reflector with the correlogram of the received radar returns within a correlation
matching framework, allows the inference of building interior structure. The fea-
ture-based nature of the image pattern matching strategy enables corner separation
from other indoor scatterers, such as humans [22].

For convenience, we consider a monostatic linear array for imaging and
assume that the region of interest is divided into a uniform grid of Q grid points.
The corresponding 2-D image is assumed to be obtained using beamforming. We
use the infinity norm to measure the distance between image grid points, i.e., we
define the distance between the q1th grid point at rq1 and q2th grid point at rq2 as
maxfjxq1 � yq1 j; jxq2 � yq2 jg. For a reference grid point, each distance defines a set
of grid points equidistant from that grid point. Let the complex image amplitudes
corresponding to the set of Nq grid points located at distance d from the qth grid
point be denoted as I ðd ÞðrqiÞ, i ¼ 1; . . .;Nq. Then, the correlogram of the qth grid
point is defined as,

gðd Þq ¼D 1
Nq

XNq

i¼1

IðrqÞconj I ðd Þ rqi

� �� �
(14.14)

where conjð�Þ is the complex conjugate function. From (14.14), we can build the
correlogram matrix as [87],

R̂q ¼D

conj gðd¼0Þ
q

� �
gðd¼1Þ

q � � � gðd¼D�1Þ
q

conj gðd¼1Þ
q

� �
conj gðd¼0Þ

q

� �
� � � gðd¼D�2Þ

q

..

. ..
. . .

. ..
.

conj gðd¼D�1Þ
q

� �
conj gðd¼D�2Þ

q

� �
� � � conj gðd¼0Þ

q

� �

2
666666664

3
777777775

(14.15)

where D determines the dimension of the matrix. Note that R̂q is positive semi-
definite by definition.

The isolated presence of a canonical corner at the qth grid point will generate a
particular reference correlogram matrix, which is denoted as R ref

q . The pattern

638 Novel radar techniques and applications – volume 1



matching procedure is based on a scan which reacts only when the reference
scatterer is present. Based on this assumption, an error function is required to
measure the reference corner contribution contained in the given sample correlo-
gram matrix of each grid point. A detector that best suits the space generated by
correlogram matrices is derived by forcing a positive semidefinite residual corre-
logram matrix R̂q � kðqÞR ref

q . The problem can be formulated as [22]

max
kðqÞ	0

kðqÞs:t: R̂q � kðqÞR ref
q 
 0 (14.16)

If R̂q � kðqÞR ref
ðqÞ must be positive semidefinite, so must be ID � kðqÞR̂�1

q R ref
q ,

where ID denotes an identity matrix of size D � D. Thus, using the eigen-

decomposition of R̂
�1
q R ref

q defined by ULUH ;

ID � kðqÞULUH 
 0 ) ID � kðqÞL 
 0 (14.17)

where L is a diagonal matrix of the eigenvalues of R̂
�1
q Rref

q , U is the unitary

matrix containing the eigenvectors of R̂
�1
q Rref

q and the superscript ‘H’ denotes

Hermitian. Note that if (14.17) is satisfied for the maximum eigenvalue, then it is
satisfied for all eigenvalues. Therefore, the condition that always ensures positive
semidefinite residual correlogram is given by [22],

l�1
max R̂

�1
q Rref

q

� �
� kðqÞ ¼ 0 (14.18)

Thus, the solution to (14.16) is given by the inverse of the maximum eigen-

value of R̂
�1
q Rref

q . That is,

kðqÞ ¼ l�1
max R̂

�1
q R ref

q

� �
(14.19)

The values of kðqÞ; q ¼ 0; 1; . . .;Q � 1, directly indicate the presence of a
potential corner at a given grid point.

14.4.1 Illustrative example
For illustration, we simulate the three-room building geometry depicted in
Figure 14.8(a) in FEKO Geometric Optics solver in conjunction with the
OPTFEKO options [88]. The walls are 20 cm thick and made of solid concrete with
er ¼ 6. A perfectly conducting sphere of 15 cm diameter is located at (0.02, 4.24) m.
A stepped-frequency signal consisting of 201 frequencies covering the 1 to 2 GHz
frequency band was used for interrogating the scene. A ground-based eight-element
monostatic line array with an interelement spacing of 53 cm was used. An oblique
illumination of the scene is used to avoid wall returns, while preserving the
important corner features. The angular tilt of the array baseline is 25�. In this case,
only the upper-left corners of the three rooms are expected to produce strong
scattering responses for most, if not all, of the antenna elements. The concave sides
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Figure 14.8 (a) Geometry of the simulated scene; (b) beamformed image of the
scene; (c) correlogram matching result. �2014 IEEE. Reprinted,
with permission, from [22]
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of the remaining corners are either facing away from the array or only visible to a
small number of antenna elements. We, therefore, focus on the detection of these
three corners.

The region to be imaged is chosen to be 3.5 (crossrange) � 3.9 (downrange) m2,
centred at (0.11, 4.97) m and is divided into 100 � 100 pixels. Figure 14.8(b)
shows the beamformed image corresponding to the measured scene, using all 201
frequencies. In this figure and all subsequent images in this section, we plot the
image intensity with the maximum intensity value in each image normalized to
0 dB. Although the corners of interest are visible in the image (indicated by white
rectangles), it is difficult to discriminate them from other scatterers and clutter.
Note that the imaged scatterers appear at biased locations compared to the ground
truth. This is because the change in propagation speed within the walls has not been
accounted for in beamforming. Figure 14.8(c) shows the image obtained with the
correlogram matching approach using only 101 uniformly selected frequencies.
More specifically, Figure 14.8(c) depicts the values of kðqÞ for D ¼ 5. Clearly, the
image shown in Figure 14.8(c) has detected the three corners and is less cluttered
than the beamformed image in Figure 14.8(b).

The superior performance of the correlogram matching technique in terms of
scatterer discrimination is confirmed by a comparison of the target-to-clutter ratio
(TCR), provided in Table 14.1. The TCR of an image IðrqÞ is defined as the ratio
between the highest pixel intensity value of the true corner location area to the
maximum pixel intensity value of the clutter area. The corner reflector area com-
prises the highest pixel values of the different detected corner areas, which are
manually selected in close vicinity to the true upper-left corner positions (11 � 11
pixel rectangular box centred at the real corner position). The clutter area consists
of the remaining pixels that are not included in the detected corner areas. Smaller
values of TCR would increase the chance of misclassifications in subsequent
thresholding-based detection schemes [89,90]. From Table 14.1, we observe that
the correlogram matching method significantly surpasses the TCR values of the
beamformed image for D ¼ 5 and 15, leading to an enhanced detection perfor-
mance. The performance of the proposed method is clearly linked to the dimen-
sionality D of the correlogram matrix, which should be sufficiently large to capture
the image-domain response of a corner reflector and small enough not to infringe
over neighbouring corners. Increasing D adds more information to the correlogram
matrix, resulting in higher TCR values as seen in Table 14.1 for D ¼ 5 and D ¼ 15.
However, a higher D not only increases the computational complexity but also
invades neighbouring scatterers, resulting in lower TCR values as seen in Table 14.1
for D ¼ 30.

Table 14.1 Target-to-clutter ratio

Method D ¼ 5 D ¼ 15 D ¼ 30

Backprojection 1.48 dB
kM ðk; lÞ 6.11 dB 8.28 dB 0.76 dB
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14.5 Building feature extraction using overcomplete
dictionaries

Another approach for feature-based building layout determination is based on the
use of OCD in a linear measurement model relating the image grid point char-
acteristics to the radar measurements [68,91]. In an OCD, the response to a specific
image grid point is assumed to be a weighted superposition of the responses to
different canonical scatterer types, such as walls, trihedral corners and dihedral
corners. As a result, the radar measurement model has a coefficient vector (scene
reflectivity map) of higher dimension than the measurement vector. This yields an
underdetermined system and extraction of the building features needs to be per-
formed based on sparse representation algorithms. As such, for OCD processing
even when the data are Nyquist sampled, sparse representation algorithms are
required due to the simultaneous processing of multiple scattering models. This
approach first performs some kind of inversion for obtaining the representation
vector. After detection, plot extraction and classification, the obtained building
features are fed into a mapping algorithm for obtaining the building layout.

Assuming P different canonical scatterer types, P different bases can be con-
structed with the pth scatterer model resulting in a dictionary Ap. These different
models are used to form a single, large dictionary matrix as,

A ¼ A1 A2 . . . AP½ � (14.20)

Using the overcomplete dictionary matrix A that contains K atoms for col-
umns, the radar measurements can be represented as a linear combination of these
atoms. The representation of the measurement vector y may either be exact

y ¼ Ax (14.21)

or approximate

jjy � Axjjl � e (14.22)

Here, the vector x contains the atom coefficients of the measurements y and is
referred to as the representation of y and e is a parameter reflecting the anticipated
noise level in the measurements. In approximation methods, typical norms used for
measuring the deviation correspond to l-norms for l ¼ 1; 2; and 1, with l ¼ 2
being used most widely. In case of OCD, the linear representation system is
underdetermined, requiring constraints to be set on the solution. The sparsest
solution (solution with the fewest number of non-zero coefficients) for the repre-
sentation is the solution of either

min
x

jjxjj0 subject to y ¼ Ax (14.23)

or

min
x

jjxjj0 subject to jjy � Axjj2 � e (14.24)
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where jj � jj0 is the zero norm, counting the non-zero entries of a vector. Extraction
of the sparsest representation is a NP-hard problem. Algorithms for finding
approximating solutions, for instance based on the 1-norm, have been extensively
investigated (see [92] and references therein). The proper choice of e is very
important for accurate reconstruction. When the measurement noise statistics are
known, e can be chosen to be slightly larger than the standard deviation of the noise
[93]. If the noise statistics are not known a priori, crossvalidation can be used for
selecting e [82].

14.5.1 OCD design
For the building structure determination problem, there are two approaches for
building the OCD, namely, using known atoms or using adaptive dictionary tech-
niques [68].

1. Knowledge-based dictionaries: This approach includes the use of physical
models. Each atom represents a signal based on a physical assumption, e.g., the
radar response of a wall or a trihedral corner. This allows the result to be easily
interpreted. Each entry of the representation vector is directly related to a
known model. The output yields the desired information. The suitability of
the models to describe the signals defines how well the signal is represented.
The models can be based on free-space propagation or purely on geometry.
These models consider mainly the phase of the signal. The polarimetric
information (both amplitude and phase) can also be included in the model.

2. Adaptive knowledge-based dictionaries: The suitability of the models might be
compromised by measurement errors or errors of the environmental model. For
instance, intervening walls might not have been included in the scattering
model or the motion of the radar may not have been measured with sufficient
accuracy. As a result, the atoms will change when intervening walls are taken
into account or autofocusing techniques will change the motion model and
hence the atoms. These new atoms will become specific for the measurements
considered and are no longer as general as the pure knowledge-based atoms.
The entries in the representation vector will still have the same physical
interpretation as the non-adaptive representation. That is, the entries still
represent the presence of planar surfaces, dihedral and trihedral corners. In
order to account for and combat such modelling errors, simultaneous optimi-
zation can performed for obtaining the representation vector and the phase
errors resulting from model mismatch [94,95].

14.5.2 Atom definition
In this section, we discuss the practical implementation of the atoms for the OCD.
The approach taken here is the use of known atoms based on physical assumptions;
each atom is tuned to the backscatter characteristics of a specific building elemental
structure. Walls, i.e., planar surfaces and corners are canonical scatterers for which
models exist describing the amplitude, phase and polarization characteristics of the
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backscatter. These specific characteristics can be exploited to extract the canonical
scatterers from the radar data. Here, the phase change induced by the different types
of scatterers is used for detection, classification and localization. In 3-D radar data,
canonical scatterers induce different phase changes over the aperture in elevation
and azimuth. Considering only specular reflections, the phase change character-
istics of planar surfaces, dihedral corners and trihedral corners are as follows [91]:

● Planar surfaces are formed by walls that are roughly parallel to the aperture.
Large planar walls induce a linear phase change over the aperture in azimuth
and in elevation.

● Horizontal dihedral corners induce a linear phase change in azimuth and a
quadratic phase change in elevation. Horizontal corners are formed by the
junction of a wall and the ceiling or floor of a room.

● Vertical dihedral corners induce a quadratic phase change in azimuth and a
linear phase change in elevation. Vertical corners are formed by the junction of
two walls of a room.

● Trihedral corners induce a quadratic phase change in azimuth as well as in
elevation. Trihedral corners are formed by the junction of two walls and the
floor or ceiling of a room.

Walls perpendicular to the aperture are difficult to detect, since they only give rise
to diffuse scattering in the direction of the radar. The presence of perpendicular
walls needs to be deduced from the detected room corners.

The ideal phase change for a certain type of scatterer is affected by transmis-
sion through walls, but the polynomial degree of the phase change is preserved
[68,91]. For reasons of clarity, the discussion here is limited to atom definition in
the 2-D plane. This is sufficient to obtain the building floor plan, since it can be
deduced from the location of walls and corners in a B-scan. Consequently, only
phase changes related to planar walls, dihedral corners and point-like scatterers are
treated. In the 2-D plane, trihedral and dihedral corners cannot be distinguished
because they give rise to the same quadratic phase change. Trihedral corners are
present at the intersection of two walls and the floor or ceiling of a room. Thus,
extraction of trihedral corners provides primarily information on the height of a
room. To extract trihedral corners, the representation process needs to be performed
sequentially on a B-scan and an E-scan. When the representation indicates the
presence of a dihedral corner for corresponding imaging points in both scans, it is
likely that a trihedral corner is present. Another option is to define full 3-D atoms,
but this will significantly increase the dimensions of the representation problem
and, in turn, the required processing load. The atoms are, therefore, based on the
free-space phase changes; the effect of propagation through one or more walls is
neglected. Moreover, the defined atoms are based on specular reflections from
walls and corners. This approach mitigates multipath reflections assuming these do
not match the defined phase changes.

The application of an atom tuned to a quadratic phase change enables detection
and classification of dihedral and trihedral corners. The part of the phase change
parabola that is observable in the radar data depends on the orientation of the corner
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relative to the aperture, as is schematically shown in Figure 14.9. For dihedral
corners that are oriented such that one side is perpendicular to the aperture, only
half of the phase parabola is observable. Thus, to discriminate left (no. 1) and right
(no. 3) dihedral corners, distinction must be made between forward-looking
and backward-looking atoms, each defining one half of the phase parabola. The
forward-looking phase change (no. 1) is defined as [68,91]

jiðxÞ ¼
4p
l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2

0 þ x2
q

; with �La � x � 0 (14.25)

where x is azimuth position, La is the aperture length and R0 is the shortest distance
between the aperture and the scatterer. The backward-looking phase change (no. 3)
is defined as [68]

jiðxÞ ¼
4p
l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2

0 þ x2
q

; with 0 � x � La (14.26)

For a double T-shaped corner (no. 2), the full phase parabola is observable in
the radar data. This type of scatterer can be extracted by applying a third atom
defining the full phase parabola. However, to prevent classification confusion, the
full-parabola atom is not applied in the sparse representation with an OCD; it is
assumed that a T-shaped corner is present when the representation yields a certain
minimum value for both the forward-looking and backward-looking atoms at a
single point in the representation grid. The ratio between the two values is an
indication of the angle of the T-shaped corner with respect to the aperture [96].

As indicated in Figure 14.9, point-like scatterers (no. 4) also induce a full
parabolic phase change. By applying the defined forward-looking and backward-
looking atoms, point-like scatterers and T-shaped corners are indistinguishable.
Objects inside the building, such as furniture, may act as point scatterer and lead to
false alarms as far as the building map is concerned. This problem can be overcome
by first detecting the building interior walls and subsequently by searching for
corners only in the range bins where walls have been found [21,97]. This approach
also reduces the processing load, since the search for corners is done on a limited

1 2 3 4 5

Figure 14.9 Schematic of five quadratic phase atoms. For different scatterer types
(grey), the associated quadratic phase change (black curve) over the
aperture (horizontal lines) is indicated. The arrows denote the radar
line of sight. �2016 IEEE. Reprinted, with permission, from [91]
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number of grid points. A potential disadvantage of this approach is that building
structural elements, such as free-standing concrete pillars in office buildings, may
be missed. Note that point-like scatterers include corners oriented with the open
side toward the aperture (no. 5).

Planar walls that are roughly parallel to the radar aperture induce a linear phase
change over the aperture. In practice, the exact orientation of walls relative to the
aperture is unknown and several atoms tuned to different wall orientations need to
be defined, see Figure 14.10. To obtain orthogonal atoms, the difference in angle
Dq between the wall orientations defined in successive atoms is determined by the
frequency resolution. The minimum angular step size Dq, given the frequency
resolution, can be readily derived with the aid of Figure 14.10 as [68,91]

tanðDqÞ 	 l
2La

: (14.27)

The linear phase change can be defined as

jiðxÞ ¼
4p
l

R0 þ x tanðiDqÞ; with �La

2
� x � La

2
(14.28)

The defined linear and parabolic atoms are of the following format

Ai ¼ Ra
0 expð jjiÞ; with a > 0 (14.29)

where a is an attenuation parameter and ji is the phase change, defined by either
(14.25), (14.26), or (14.28). The attenuation parameter is used to compensate signal
attenuation. It may be tuned to compensate free-space losses (a ¼ 2) or to com-
pensate attenuation due to propagation through walls (a > 2). For sparse repre-
sentation, the attenuation parameter a plays an important role because sparse
representation is an optimization procedure considering all grid points simulta-
neously. By setting the a to a higher value, points of the representation grid close to
the aperture are penalized, enabling detection and classification of canonical

q = 0 q = Δq q = 2Δq

Figure 14.10 Schematic of three linear phase atoms. Different atoms need to be
defined for different angles between the wall (grey) and the
aperture (black line). The arrows denote the radar line of sight.
Note that specular reflection of the wall is considered. �2016
IEEE. Reprinted, with permission, from [91]
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scatterers deeper inside the building. In order to avoid the classification confusion,
the atoms need to be orthogonal. However, e.g., due to oversampling, the atoms
within a single model are not orthogonal. Also, the quadratic and linear phase
change atoms will be correlated, since a parabola can be piece-wise approximated
by line segments. The level of correlation depends on the measurement geometry
and the location of the grid point under test.

14.5.3 Illustrative example
The OCD approach is assessed using real data measurements obtained with the
SAPPHIRE through-the-wall radar [68]. SAPPHIRE is a vehicle borne stand-off
radar system that acquires 3-D data measurements using a vertical array by moving
it parallel to the building being interrogated. The building under test is a three-story
building, whose layout is schematically shown in Figure 14.11. The rooms on both
sides of the hallway contain furniture items, except for room no. 3 which only
contains a trihedral radar reflector on a tripod at 1.5 m height in the middle of the
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Figure 14.11 Schematic of the test building. �CRC Press. Reprinted, with
permission, from [68]
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room. The sides of the hallway consist of concrete pillars and brick walls forming
open alcoves, cupboards, or closed spaces. The radar track is along the azimuth
axis. A uniform image grid with a step size equal to one-half the system resolution
is assumed. The sparse reconstruction algorithm used in this example is complex
approximate message passing (CAMP) (see [98] and references therein), which
provides a noisy representation for each scattering type. The noisy representations
are then used as input for detection, plot extraction and classification algorithms.

1. Reflectivity maps: The data used as input to CAMP is resampled down to the
Nyquist rate in order to have an underdetermined problem when applying
CAMP to obtain the representation vector. Only data up to 10 m in range were
used in order to keep the computational burden sufficiently low. The output of
CAMP is a noisy representation vector for all three different models included
in the OCD. These representations can be used as equivalent to reflectivity
maps (See Figure 14.12).

2. Classified scatterers: A fixed-threshold detector is applied to the noisy repre-
sentations. Due to the choice of a grid size smaller than the resolution (corre-
lated adjacent grid points) and detection of sidelobes, the detections appear in
groups. As such, the second step of the automated feature extraction is plot
extraction or clustering of detections. To this end, the detections are first
clustered in range to remove sidelobe detections and correlated grid points.
Considering detections in adjacent range bins, only the detection correspond-
ing to the grid point with the highest reflection is retained, while all others are
removed. Subsequently, the remaining detections are clustered in azimuth and
the detections within a cluster are aligned to a single range bin. The plots after
clustering and alignment are shown in Figure 14.13. The extracted plots are
input to the third step, namely, plot combination. This step is required to
translate the extracted plots to building layout information suitable to input to a
building mapping process. The plot combination is based on the following
rules [68]:
● An uninterrupted row of at least four similar corners is interpreted as a

wall.
● Coinciding left and right corners are interpreted as a double T-shaped

corner. Corners are seen as coinciding if they are less than four grid points
(i.e., two resolution cells) apart in any direction. If several plots are
coinciding, the left and right corners that are closest are combined into a
double corner.

● The remaining plots related to left corners are combined into a single left
corner if they are less than four grid points apart. This rule applies to right
corners as well.

The result after combining the plots is depicted in Figure 14.14. The scatterers
classified as walls correspond to planar surfaces. The classified double corners are
related to point-like scatterers, such as the concrete pillars and the reference
reflector. The other classified single and double corners seem either due to objects
giving high reflections or possible classification confusion in populated areas.
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Figure 14.12 Reflectivity maps using OCD. (a) The forward-looking model,
(b) the backward-looking model and (c) the linear model. The
actual building floor plan is overlaid on the representation results.
�2016 IEEE. Reprinted, with permission, from [91]

Radar imaging of building interiors 649



2
4
6
8

10
A

zi
m

ut
h 

(m
)

12
14
16
18
20

0 5 10
Range (m)

15 20

2
4
6
8

10

A
zi

m
ut

h 
(m

)

12
14
16

18

20
0 5 10

Range (m)

15 20

2
4
6
8

10

A
zi

m
ut

h 
(m

)

12
14
16

18

20
0 5 10

Range (m)
15 20

Figure 14.13 Plots after clustering and alignment: the forward-looking model
(top), the backward-looking mode (centre) and the linear model
(bottom). The actual building floor plan is overlaid on the detection
results. �2016 IEEE. Reprinted, with permission, from [91]
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14.6 Conclusion

In this chapter, we presented a review of important approaches for building layout
determination and imaging of stationary indoor scenes. These approaches address
the unique challenges associated with imaging through walls. First, non-adaptive
time-domain and frequency-domain beamforming algorithms were presented
which accounted for propagation effects through walls. Beamforming incorporating
wall effects compensation was shown to successfully detect and accurately localize
the targets. Second, a feature-based approach was presented for estimating scat-
tering primitives that can be used to infer information about the interior structure of
a building. The approach was based on decomposing the radar backscatter response
from a building into returns from discrete trihedral and dihedral scatterers formed
by wall-floor interactions, as well as flat plate returns. The problem was posed as
one of estimating the parameters of a scattering primitive model. This high-order
non-linear maximization problem was decomposed into a set of lower-order
problems by a combination of subaperture azimuth imaging and height filtering
from SAR interferometry. In addition, a non-parametric sparse reconstruction pro-
cedure was used to initialize the iterative non-linear maximization procedures.
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Figure 14.14 Combined plots providing building feature information suitable for
input to a building mapping algorithm. The actual building floor
plan is overlaid on the detection results. �2016 IEEE. Reprinted,
with permission, from [91]
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Using numerical data from a two-story building, extracted trihedrals were shown to
be in good agreement with building structure, with all upper-floor and most lower-
floor corners detected with high accuracy. Third, a pattern matching strategy was
presented for imaging of interior building structure. Under assumption of oblique
illumination, the technique made use of a correlogram and correlation matching
framework to detect corners. The scheme is applicable under both full and reduced
data volume and was shown to provide reliable determination of building layouts
using numerical EM data. Finally, the use of OCD for building interior feature
extraction was detailed, wherein simultaneous use of the outputs of three different
models were used to locate and classify the walls, dihedral corners and point-like
scatterers. The performance of the OCD approach was assessed using real data
measurements.

Although the progress reported in this chapter is significant and noteworthy,
there are many challenges still facing the radar technology for building interior
imaging. The presence of false positives and ghosts, which are the products of
multipath, render it difficult to determine building features. Further, the relatively
limited bandwidth does not always lead to sufficient resolution of key scatterers, a
situation that does not lend itself to effective feature extraction. Complex buildings,
comprising multiple floors, each with populated scenes present the ultimate chal-
lenge in building interior imaging, specifically with long stand-off distances, irre-
spective of whether ground-based or airborne platforms are employed. All these
factors necessitate more research and development efforts to be conducted for
effective and reliable building interior imaging using radars.

List of acronyms

TWRI through-the-wall radar imaging

EM electromagnetic

CD change detection

1-D one-dimensional

2-D two-dimensional

3-D three-dimensional

SAR synthetic aperture radar

SVD singular value decomposition

SCR signal-to-clutter ratio

UWB ultrawideband

NEC National Electromagnetics Consortium

BSC basic scattering code

TCR target-to-clutter ratio

OCD overcomplete dictionaries

CAMP complex approximate message passing
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Chapter 15

Short-range passive radar potentialities

Fabiola Colone1

Abstract

The potentialities of passive radar (PR) will be illustrated in this chapter with
reference to the surveillance of areas of limited extent. Despite the exploitation of
the PR principle in short-range applications could appear as a simple task, it is
shown that it brings a number of challenging issues that must be solved to benefit
from its potential advantages. In addition, the requirements on such sensors could
be much more demanding to enable advanced capabilities.

The chapter attempts to give the reader an insight into the real-world appli-
cations of short-range PR. The considered applications span from maritime traffic
control, to vehicular traffic monitoring, and indoor surveillance. For each case,
experimental results are reported, obtained in different scenarios when exploiting
different waveforms of opportunity. Walking through these results also gives the
chance to describe some technical aspects related to system design issues and signal
processing techniques.

15.1 Introduction

Passive radar (PR) has rapidly reached a point of maturity in many long-range sur-
veillance applications, with much of the research rooted in air traffic control (ATC)
systems [1–7]. However, in the last years, many advanced solutions and emerging
applications have been also proposed; both are aiming to increase the reliability of
systems, to improve their potentialities, and hence widen the range of uses.

In particular, a number of studies have looked at the use of PR systems for the
detection and tracking of targets at close distance. The list of references provides
several examples originated by various research groups (e.g., see [8–45]).

This chapter takes this perspective and illustrates some recent developments in
PR sensing for short-range surveillance applications. However, before proceeding
further, it is worth clarifying what the words ‘short-range’ encompass.
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They might refer to bistatic ranges that are short if compared to the wide
coverage usually required in typical PR applications such as ATC and maritime
surveillance (see Figure 15.1). With particular reference to maritime surveillance
applications, we might consider the problem of detecting, localizing and tracking
vessels within territorial waters and harbour areas [8–18]. Similarly, in the ATC con-
text, short-range PR sensors might be exploited for the surveillance of specific aerial
regions as well as the monitoring of the movement area of the airport [19–22].

In such applications, the transmitters (Txs) for mobile personal communication
and network connection have been successfully exploited as illuminators of
opportunity; these include the base stations of Global System for Mobile Com-
munications (GSM), Universal Mobile Telecommunications System (UMTS),
Worldwide Interoperability for Microwave Access (WiMAX) and Long-Term
Evolution (LTE) [8–13,23–25]. However, the transmissions of digital video
broadcasting-terrestrial (DVB-T) and digital audio broadcasting (DAB) represent
one of the most attractive choices since, by properly tailoring the required signal
processing techniques, they can provide both the wide coverage and advanced
short-range capabilities [14–22].

Transmitter of
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Surveillance
receiver

Reference
receiver

Surveillance
receiver

Airport
terminal

Transmitter
antenna

Target

Target

Clutter
multipath

Direct
signal

Reference
antenna

Surveillance
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Figure 15.1 Examples of ATC and maritime short-range PR applications
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The word ‘short’ might also indicate the distance between the targets and the
PR receiver (Rx) and this leads us to surveillance applications against terrestrial
targets such as the vehicular traffic monitoring both on roads and on railways
(see Figure 15.2).

In this case, the opportunistic exploitation of transmissions for mobile commu-
nication and networking is especially attractive since they have been proliferating
at a very rapid rate for both commercial and private use and nowadays represent a
widely accessible source of opportunity in populated areas [8,12,25–32]. In addi-
tion, it is worth noticing that the use of such illuminators potentially enables a
hybrid active and passive localization of the targets based both on self-reported
positions and radar measurements.

It should be noticed that, in the definition above, there is not a constraint on the
Tx distance from the observed scene so that also satellite based Txs can be
exploited for the considered short-range applications provided that the Rx is located
in the proximity of the observed scene. Potential illuminators of opportunity
include global navigation satellite systems along with telecommunication satellites
for audio and video broadcast, data exchange and personal communications
[33–38]. Some of them appear to be a viable solution to guarantee ubiquitous
coverage even in sparsely populated regions (there including deserts, open sea,
glaciers, etc.) and this would be an invaluable characteristic to be exploited for
either surveillance or search and rescue applications.

Finally, the range of interest can be short up to indoor applications such as,
for example, people location and navigation along buildings, vehicles navigation
or asset tracking (see Figure 15.3). In these applications, the PR sensors are
expected to nicely complement the many existing technologies especially when
operating against non-cooperative targets. The IEEE 802.11 Standard based (WiFi)
Txs are well suited for this very local parasitic exploitation since they provide a
limited coverage but potentially wide bandwidth and well-controlled signals
useful when aiming at indoor surveillance or at monitoring small external areas
[39–45].

Figure 15.2 Examples of vehicular traffic monitoring applications
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At first glance, the exploitation of the PR principle in short-range applications
could appear as a simple task. However, it brings a number of challenging issues
that must be solved to benefit from its potential advantages. In addition, the
requirements on the sensors could be much more demanding. Some key-points are
briefly illustrated below.

● We might admit that a higher resolution is required to be effective on small
areas possibly characterized by dense traffic. This requirement usually deter-
mines the exploitation of signals with wider bandwidths and possibly trans-
mitted at higher carrier frequencies, and in turn results in increased system
complexity and computational load.

● Similarly, increased accuracy is required for the measurements provided by the
PR for the detected target. A viable solution, particularly when monitoring
areas of small dimensions, is indeed the use of a network of PR sensors since
this allows to widen the set of measurements simultaneously collected.
However, the network geometry should be carefully designed to limit the
system complexity while guaranteeing the availability of measurements with a
sufficient degree of spatial diversity so that a significant improvement can be
gained in terms of target localization capability.

● Special attention should be devoted to the availability of the selected trans-
mission of opportunity (this particularly applies when operating indoor or in
rural areas) as well as on its control aiming to avoid severe masking effects.

● Nevertheless, when the Rx and the Tx are in close proximity, the considered
sensors might experience high power level direct signal and severe multipath
so that a more efficient management is required of the Rx dynamic range and
effective signal processing techniques should be employed to remove the
interference contributions.

● Among the positive aspects, the capability of detecting very small targets in
specific areas gives to the considered sensors the role of gap-filler for already
deployed (long- or short-range) technologies.

● Moreover these sensors can be provided with advanced capabilities such as
accurate target tracking, target imaging or cross-range profiling and automatic
classification that represent invaluable tools in the considered scenarios.

Figure 15.3 Examples of indoor surveillance applications
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In the subsequent sections, these points are addressed with reference to specific
examples of real-world applications. Effective processing techniques are illustrated
that have been designed to enable the practical operation of the considered systems
and to rise to the specific challenges issued by advanced applications. Moreover
several experimental results are reported, obtained by the author within test cam-
paigns performed in cooperation with colleagues of industry and academia. Such
results are representative of different scenarios and are based on different wave-
forms of opportunity. The aim is to give the reader an insight into the potentialities
and current limitations of short-range PR sensing.

15.2 Maritime surveillance applications

The potential exploitation of PR sensors in maritime surveillance applications has
been recently addressed in a number of papers that have appeared in the technical
literature [8–18,37,38,46] and is the subject of several studies, R&D projects, or
innovation actions conducted by governmental, industrial and academic entities
(see e.g., [47–51]).

The integration of such sensors within the sea border surveillance solutions
would be desirable especially with the role of gap fillers. In fact, the wide need for
maritime surveillance extends from the coastline up to the limit of national terri-
tory and even outside the sea border. At long distance from the coast, the use of
conventional active sensors with medium/low resolution might be acceptable;
moreover, a few sensors transmitting a reasonable power level are enough to cover
wide areas. Nevertheless, in such cases, the availability of additional measurements
from passive sensors could improve the reliability of the system, increase its
localization capability and possibly extend its nominal coverage. In contrast, at a
short distance from the coast, the required surveillance must be characterized by a
high detection capability also for small vessels, a high spatial resolution and pre-
cise tracking. The PR characteristics of low-cost, small size and rapid update
might guarantee the implementation of a dense network of sensors to provide
complete and continuous coverage especially in coastal areas characterized by
cliffs and reliefs close to the sea. This network would have the advantage of lim-
iting the environmental impact and avoiding potential increase of electromagnetic
(EM) pollution that are generally not very welcome from the local resident
population.

The achievable performance highly depends on the exploited waveform of
opportunity. As mentioned in the introduction, in the last years a number of existing
Txs have been considered as sources of opportunity for maritime PR surveillance
at short ranges. Among the most studied illuminators of opportunity, the base sta-
tions for GSM and WiMAX [8–13] and the Txs for DVB-T [14–18].

In this section, we focus on the use of DVB-T broadcast transmissions and
discuss specific aspects relevant to the adopted signal processing techniques and
the practical implementation of the system, along with the results of experimental
tests performed against specific targets of interest.
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15.2.1 Signal processing scheme and its peculiarities
As is well known, transmissions for DVB-T guarantee a quite stable-range resolution
of about 20 m (equivalent monostatic value) thanks to the Orthogonal Frequency-
Division Multiplexing (OFDM) modulation based on persistent sub-carriers spanning
a total bandwidth of up to 8 MHz [52]. In addition, the exploitation of a DVB-T
based PR for maritime surveillance presents a number of positive implications. For
instance, compared to the air traffic surveillance application, the expected radar
coverage benefits from the longer integration times allowed by vessels and from the
vertical-plane radiation patterns of typical DVB-T Txs that are tailored to avoid
wasting too much power above the horizontal. In contrast, the wide horizontal beam
and high power level of the broadcast Txs often allows the availability of such signals
even at large distance from the coast and this enables their exploitation for short-
range surveillance by PR Rxs on moving maritime platforms [18]. Moreover, the low
carrier frequencies of the considered waveforms, especially when exploiting channels
in the very high frequency (VHF) band and in the lower portion of the ultra high
frequency (UHF) band, might allow the detection of targets beyond the normal line-
of-sight horizon thanks to anomalous propagation phenomena typical of sea paths
where super-refractive conditions are prevalent [46].

However, the considered scenario brings in a number of specific requirements
that should be properly fulfilled for PR to be effective in maritime security appli-
cations. With particular reference to short-range surveillance, such sensors should
have precise localization and tracking characteristics as well as the capability to
detect very small targets or in general targets with low radar cross-section (RCS)
values. Moreover, these characteristics should be guaranteed against severe clutter
returns from both ground and sea. In addition, the system should be able to operate in
the presence of a high diversity of targets in terms of both RCS and expected motion.

To fulfil the requirements above, effective signal processing techniques should
be adopted at each of the blocks that constitute the basic PR processing chain. For the
sake of our example, Figure 15.4 sketches the DVB-T based PR data processing
scheme employed to obtain the results reported in Section 15.2.2. Here the main
blocks relevant to target detection and localization are briefly described giving
particular emphasis to the processing stages that have been properly modified and
optimized to be effective in the considered maritime surveillance application.

Reference
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Prefiltering
for AF
control
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evaluation
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Figure 15.4 Block diagram of the DVB-T based PR processing scheme
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As it is well known, in a standard PR processing scheme, the signal collected at
the reference channel is first used to remove undesired contributions in the signals
collected at the surveillance channels. To this purpose we resort to a modified version
of the adaptive cancellation approach presented in [53], the extensive cancellation
algorithm (ECA), which operates by subtracting from the surveillance signal ssurv tð Þ
proper scaled and delayed replicas of the reference signal sref tð Þ. Specifically, by
sampling the received signals at fs and assuming that the multipath echoes are
backscattered from the first K range bins, the output of the ECA is evaluated as:

so n½ � ¼ ssurv n½ � �
XK�1

k¼0

aksref n � k½ � (15.1)

The filter coefficients a ¼ a0 a1 � � � aK�1½ �T are evaluated by resorting to a Least
Square (LS) approach that minimizes the power of the signal at the output of
the filter:

a ¼ ðSH
ref Sref Þ�1SH

ref ssurv (15.2)

where ssurv is a NB � 1 vector containing NB consecutive samples of the surveil-
lance signal and Sref is a NB � K matrix whose columns are the delayed versions of
the corresponding reference signal fragment. In order to preserve the detection of
slowly moving vessels while guaranteeing the removal of the highest interference
contributions (mainly the direct signal from the Tx), the filter coefficients are
estimated over long batches (hundreds of ms); as a result narrow filter cancellation
notches are synthesized thus preserving the low Doppler target echoes. However,
when operating against a highly time-varying interference scenario, the setting
above contrasts with the need to rapidly adapt the filter coefficients. In such cases,
a sliding version of the ECA (S-ECA) can be employed which operates on partially
overlapped signals batches and takes advantage of a smooth estimate of the filter
coefficients to appropriately counteract the limitations above [54,55].

After the cancellation stage, the output signal is filtered with properly
mismatched and Doppler shifted versions of the reference signal to evaluate the
bistatic cross-ambiguity function (CAF):

C l;p½ � ¼
XN�1

n¼0

so n½ � � s�ref n � l½ � � e�j2p pn=Nð Þ
�����

�����
2

(15.3)

where

● l is the time bin representing the time delay t[l] ¼ l/fs; the time delay can be
converted in a bistatic range difference by defining the corresponding range
bin as DR[l] ¼ c � t[l] c being the speed of light;

● p is the Doppler bin representing the Doppler frequency fD[p] ¼ pfs/N; the
Doppler frequency can be converted in a bistatic velocity by defining the
corresponding velocity bin as Dv[l] ¼ lfD[p], being l the centre wavelength of
the exploited transmission.
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Long coherent processing intervals (CPI), Tint ¼ N/fs, should be exploited at this
stage to obtain an acceptable signal-to-noise ratio (SNR) gain; this could
effectively improve the detection of small (low RCS) targets or extend the radar
coverage. In the considered maritime application, especially at short ranges, the
low velocity of many potential targets allows to increase the CPI duration up
to a few seconds without experiencing severe migration in both range and
Doppler; in turn, increasing the CPI allows to improve the Doppler resolution as
well as the capability to discriminate between slowly moving vessels and
docked boats.

Obviously, evaluating the CAF over long CPI might represent a very costly
operation. As an example, Figure 15.5 reports the number of complex multi-
plications required to evaluate the range-velocity map as a function of the CPI
length using an optimum algorithm. Specifically, the Correlation-FFT technique is
employed as it represents the most efficient solution for the considered application,
[5,6]. In the reported example, the desired bistatic range-velocity map is assumed
to span a surveillance area of 30 km � 60 m/s, the sampling frequency is set to
fs ¼ 64/7 MHz and the carrier frequency is fc ¼ 650 MHz. With these parameters,
using a CPI equal to 4 s the evaluation of the CAF would require about 5 � 1011

complex operations.
To reduce the computational load and guarantee a reasonable update rate of the

target tracks, sub-optimum techniques can be exploited to evaluate the CAF with
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Figure 15.5 Comparison of computational load required by different algorithms
for CAF map evaluation
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only limited SNR loss. For instance, operating with the Channelization technique
described in [5,6], a computational load saving of more than two order of magni-
tude might be obtained in the considered case study (see Figure 15.5) by accepting
a 0.42 dB loss. Notice that, operating with the optimum approach, this reduced
computational load could be achieved only by reducing the CPI duration down to
0.26 s, which corresponds to an 11.9 dB loss.

As previously mentioned, the reference signal is properly filtered before it is
employed for the CAF evaluation (see Figure 15.4). Such mismatching stage is
intended to remove the high sidelobes and spurious peaks appearing in the DVB-T
signal ambiguity function (AF) [21,56,57] . The AF sidelobe control is an essential
processing step for the considered maritime application aiming at preventing
severe masking effect by the strong target returns on the weak echoes of targets
with low RCS.

To this purpose, we resort to the linear approach presented in [21] which
is based on the cascade of the pilots signals equalization and a residual peaks
removal (RPR) filter to remove the remaining zero-Doppler peaks (see sketch in
Figure 15.6).

To briefly summarize the proposed approach, the sequence of samples of the
DVB-T signal s[n] is written as the sum of two contributions:

s n½ � ¼ sD n½ � þ 4
3

sP n½ � (15.4)
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Figure 15.6 Sketch of proposed linear approach for removal of unwanted peaks
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where

● sD[n] is the contribution resulting from the data and TPS subcarriers that are
transmitted at power level normalized to 1;

● sP[n] is the contribution resulting from both continual and scattered pilot
subcarriers that are transmitted at boosted power level EP ¼ 16/9; notice that
this is explicitly indicated in (15.4) where we assume that sP[n] has power level
normalized to 1.

Since the overall continual and scattered pilots frequency positions are periodic
over four OFDM symbols, each of duration TS, a simple and effective solution for
pilots equalization can be obtained by subtracting, from the original signal, its own
replica, delayed by an integer multiple of 4TS and scaled by (1 � 1/EP) ¼ 7/16
obtaining:

sSeq n½ � ¼ sD n½ � � 7
16

sD n � MNSS½ � þ 3
4

sP n½ � (15.5)

where NSS ¼ 4TS fs. The amplitude of the pilots contribution in (15.5) is equal to
3/4 and allows equalization of the pilots in the surveillance signal after cross-
correlation, while the second term at second member of (15.5) yields a time shifted
contribution to the final CAF which does not affect the surveillance area and can be
neglected, especially in the considered short-range application.

After pilot equalization stage, all the residual peaks in the desired delay-
Doppler area appear at zero Doppler cut and can be removed by the RPR filter
whose coefficients w[n] can be obtained by solving the following system of linear
equations.

Rout l½ � ¼
XL

n¼�L

w n½ �Req l � n½ � ¼ 1 l ¼ 0
0 jlj � L; l 6¼ 0

�
(15.6)

where L is the maximum delay (in range bins units) to be considered in this filtering
stage and Req n½ � is the signal mismatched auto-correlation after pilots equalization.
Different approaches are presented in [21] to solve this system and to limit the
computational load of the proposed technique so that it can be regarded as a cost
effective solution.

It is worth noticing that, when applied against real data, the proposed AF
control technique allows to limit the sidelobe level down to 45 dB below the main
peak in a wide range-velocity region. Specifically, the proposed approach is
effective inside a typical surveillance area defined according to the limits on
bistatic delay-Doppler plane (maximum relative bistatic range Rmax ¼ 200 km,
maximum target bistatic velocity less than 600 m/s). However, as is apparent, the
allowed peak-free area is much greater than the surveillance region foreseen for a
short-range application. Furthermore, being interested in slowly moving target
detection, the pilots equalization stage can be neglected as it allows to remove
undesired secondary peaks appearing in the AF at quite high Doppler values.
Nevertheless, this stage is required anyway when (fast moving) aerial targets are
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also present in the considered scenario since, if not removed, their secondary peaks
might fall within the surveillance region and cause false alarms or masking effects
on the maritime targets of interest.

Once the CAF maps have been evaluated at all the available surveillance
channels, a conventional cell average constant false alarm rate (CA-CFAR)
threshold is separately applied to each map to detect targets with a probability of
false alarm (Pfa) higher than 10�4 to preserve the small target detections. In order to
not overburden the tracking stage, an M-out-of-N criterion is adopted to integrate
the detection results obtained at the surveillance channels.

Assuming that the surveillance receiving channels are connected to a few
(horizontally) aligned antenna elements, an interferometric approach can be used to
estimate the direction of arrival (DoA) of the detected target echo. Notice that, in
the considered application, assuming that the PR sensor is located on the coastline,
it is typically unnecessary to design array configurations providing 360� coverage.
In contrast, a linear array of few directive antennas can be employed to improve the
Rx gain on target echoes while limiting the size of the antenna system. In addition,
when more than two antenna elements are employed, a baseline diversity can be
exploited to increase the unambiguous angular sector. Finally, the bistatic range
and the DoA information are converted into local Cartesian coordinates.

The above processing scheme has been exploited against the data collected for
several experimental tests showing its effectiveness against typical scenarios. Some
examples are reported in the following section for the considered short-range
maritime application.

15.2.2 Experimental results against small RCS targets
We focus our attention on the experimental results achieved in the framework of
the SeaBilla FP7 project [47], a R&D project carried out by Leonardo S.p.A.
(formerly Selex ES) in 2011–14, in cooperation with Sapienza University of Rome.

Figure 15.7 describes the DVB-T based PR Rx installation employed for the
test campaigns considered in the following [17]. Yagi-Uda antennas have been
employed with a gain of 15 dB and main beam width equal to 36� (see Figure 15.7(a)).
In particular, for different tests, two or three surveillance antenna elements have
been exploited, aligned in the horizontal plane in order to estimate the DoA of
the detected target echo so that its position can be evaluated in local Cartesian
coordinates.

After a preliminary signal conditioning on the different receiving channels
(i.e., pass-band filtering, amplifications and attenuations in order to optimize the
input dynamic of the signal), the receiving chain includes a commercial device
which allows to acquire and digitalize the received signals on the different physical
channels. A software interface has been developed to properly set acquisition
parameters such as carrier frequency, sampling frequency, single acquisition
duration, desired number of scans, temporal interval between two consecutive
scans, etc. Moreover, an external frequency reference of 10 MHz has been used,
derived from a commercial global positioning system (GPS) Rx, in order to lock
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the PR Rx with a common reference signal. Notice that the carrier and sampling
frequencies synchronization also guarantees the effective operation of the AF
control technique [21,58]; in fact we recall that most DVB-T Txs use GPS dis-
ciplined oscillators in order to guarantee the single frequency network (SFN)
feasibility.

The results are reported for two different acquisition campaigns that have been
carried on in coastal areas along the western coast of Italy.

In particular, the campaign held in Civitavecchia (Lazio) aimed at verifying
the potentialities of DVB-T based PR in detecting very small boats with low RCS
in short-range maritime applications. The acquisition geometry is sketched in
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Figure 15.7 DVB-T based PR receiver: (a) example of antennas installation for
the test campaign in Livorno and (b) block diagram of the receiving
chain. � [2014] IEEE. Reprinted, with permission, from [17]

672 Novel radar techniques and applications – volume 1



Figure 15.8(a) and some details are provided in Table 15.1: the PR Rx was located
in the proximity of the tourist port of Riva di Traiano; the DVB-T Tx of Monte
Paradiso was exploited as illuminator of opportunity, with a baseline Tx-Rx of
about 4.5 km.

The campaign of Livorno (Tuscany) aimed at demonstrating the effectiveness
of the conceived sensor in monitoring typical maritime traffic close to the harbour
area. In this case the PR Rx has been installed at about 23 m height, on the roof of a

(a)

(b)

Figure 15.8 Acquisition geometry for the experimental campaigns of
(a) Civitavecchia and (b) Livorno. � [2014] IEEE. Reprinted,
with permission, from [17]
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building belonging to the ‘G. Vallauri’ Italian Navy Institute. This is located on the
coastline, very close to the Livorno harbour where many vessels, of different
dimensions, travel during the day (see Figure 15.8(b) and last two columns of
Table 15.1). The reference antenna was steered toward the DVB-T Tx of Monte
Serra that is located about 31 km away at height of about 860 m.

In the following, we focus on specific data collections wherein cooperative
targets have been employed, each equipped with a GPS Rx on board.

Figure 15.9 shows the results obtained for a test performed in Civitavecchia
against a small rubber boat, of 4 m length and 2 m in width (see Figure 15.9(a)).
Specifically, Figure 15.9(b) reports, in Cartesian coordinates, the detection results
obtained by using the processing scheme described in Section 15.2.1 against the
collected data set whose details are listed in Table 15.1. A burst of 40 consecutive
acquisitions is considered, each of 1 s, displaced by 10 s. During this period, the
target goes out from the marina of Riva di Traiano (and thus gets away from the PR
Rx site), by navigating very close to the coast (see red track in Figure 15.9(b)). In
order to preserve the detection of the small target, we exploited the maximum
integration time allowed by the performed acquisitions (1 s); correspondingly, a Pfa

values equal to 10�4 and a ‘1-out-of-2’ integration criterion across the two avail-
able surveillance channels have been adopted. The detection rate estimated by
counting the raw detections associated to the cooperative target over the sequential
scans is 29/40. However, as the detection outputs of multiple consecutive data files

Table 15.1 Details of the acquisition geometry and collected data sets
for different tests

Test
Civitavecchia

Test
#1 Livorno

Test
#2 Livorno

Tx position Monte Paradiso
42� 050N,
11� 510E

Monte Serra
43� 450N,
10� 330E

Monte Serra
43� 450N,
10� 330E

Rx position Riva di Traiano
43� 310N,
10� 180E

Ist. Vallauri
42� 030N,
11� 490E

Ist. Vallauri
42� 030N,
11� 490E

Baseline [km] 4,5 31 31
Steering reference antenna [deg] 45 45 45
Steering surveillance antennas [deg] 307 241 241
Number of surveillance antennas 2 3 3
Surveillance antennas spacing [cm] 51 [62; 93] [62; 93]
Carrier Frequency [MHz] 690 630 626
DVB-T signal mode 8K-Mode,

GI ¼
8K-Mode,

GI ¼
8K-Mode,

GI ¼
Single scan acquisition duration [s] 1 1 1
Interval between successive scans [s] 10 10 6
Number of scans 40 100 62
Total acquisition duration [min] 6.5 16.5 6.0
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are contemporaneously displayed (black plots in Figure 15.9(b)), to obtain a much
clearer figure a standard scan-to-scan correlator has been applied against the raw
detections obtained at consecutive scans; specifically a 2-out-of-2 criterion is
adopted to reduce the number of false alarms and to better identify potential target
tracks. Despite this expedient, the results in Figure 15.9(b) clearly show the
remarkable continuity of the sensor in detecting and localizing the small vessel up
to a few kilometres from the Rx location.

(a)

(b)
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Figure 15.9 Experimental results for the test in Civitavecchia against a rubber
boat: (a) picture of the target; (b) comparison of PR detections and
the on-board GPS registrations. � [2014] IEEE. Reprinted, with
permission, from [17]
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For the experimental campaign of Livorno, the results of two different tests
are reported in Figure 15.11(a) and (b) using the cooperative targets depicted in
Figure 15.10. In addition, during these tests, many targets of opportunity were
present in the surveyed area according to the available AIS (Automatic Identifi-
cation System) registrations. In Figure 15.11, black plots identify the PR detections
after the proposed data processing scheme. In this case, a ‘3-out-of-3’ criterion has
been adopted to integrate the detection results separately achieved on the three
available surveillance channels. The AIS live registrations and the GPS based
positions of cooperative targets are reported in blue and red colours, respectively.
In addition, the expected coverage of the surveillance antenna main beam is iden-
tified with discontinuous lines. Additional details about the acquisition geometry
and the exploited signals are listed in Table 15.1.

In the first test, reported in Figure 15.11(a), the Italian Coast Guard patrol boat
‘Classe 2000’ (labelled as Coastal Patrol—CP) has been used with approximate
dimensions 12.5 � 3.6 m (see Figure 15.10(a)). During the data collection of
approximately 17 min (i.e., 100 consecutive acquisitions, each of 1 s, displaced by
10 s), the CP boat approaches the Rx position, by navigating from the open sea
toward the coastline. The PR sensor provided 71 correct detections of the CP boat
out of the 100 successive scans performed.

The second test, reported in Figure 15.11(b), employed two cooperative ves-
sels belonging to motorboats category (MotorBoat Naphtha—MBN) with length
between 6 and 9 m (see Figure 15.10(b)). The registered burst is composed by
62 consecutive acquisitions, each of 1 s, displaced by 6 s. Initially, the MBNs move
along parallel directions, very close to each other and at the same velocity, going
toward the coast line. After a few nautical miles, the MBN 1 (red track) changes the
direction, veering to the south of about 30� and keeping constant the velocity. In
this case, we obtained detection rates equal to 52/62 and 48/62 for MBN1 and
MBN2, respectively. Also most of the opportunistic targets navigating in the
surveyed area are correctly detected by the employed DVB-T based PR. However
the dimensions of these targets are always larger than those of the cooperative
targets employed. In addition, there are many detections which could be likely to

(a) (b) (c)

Figure 15.10 Cooperative targets employed in the experimental tests: Costal
Patrol boat (a), Motorboat 1 (b) and Motorboat 2 (c). � [2014]
IEEE. Reprinted, with permission, from [17]
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correspond either to non-cooperative small targets, for which AIS registrations are
not available, or to the ghosts due to SFN operation [59].

The obtained results clearly show that the conceived DVB-T based PR allows
remarkable detection and localization capabilities even against small targets
moving in coastal areas. While the reported analysis does not provide a definitive
answer to the considered question, it suggests that the expectations on PR poten-
tialities might be increased to include short- and medium-range maritime surveil-
lance for homeland security or search and rescue applications.

15.3 Vehicular traffic monitoring

The effectiveness of PR has been also successfully demonstrated for the detection,
localization and tracking of vehicles or man-made objects moving on the ground in
a nearby area [8,12,25–32]. In this section some enabling solutions and experi-
mental results will be reported for vehicular traffic monitoring via PR sensors.
Despite the reported examples are mostly based on tests against cars, it is worth
mentioning that a wider class of targets of interest could be considered in such
application. These might include any motorized road vehicle transporting people or
goods, from two wheeled motor vehicles up to trucks. In addition, we might
envisage PR exploitation against transport vehicles running on rails and traffic on
the manoeuvering area and the aprons of an airport, there including taxiing of
aircrafts.

15.3.1 Vehicles detection using different illuminators
of opportunity

This sub-section reports and comments on the experimental results that have been
obtained in vehicles detection tests based on waveforms of opportunity transmitted
by alternative illuminators at different distances from the surveyed scene.

15.3.1.1 Exploitation of ground-based and space-based
broadcast transmissions

Broadcast Txs of digital video can be successfully exploited also for vehicular
traffic monitoring as they allow a good compromise between range resolution and
accessibility. With specific reference to the ground-based DVB-T Txs, the signal
processing scheme illustrated in Section 15.2.1 can be exploited, provided that the
relevant parameters are properly adjusted for the considered application.

Actually, the result shown in the following is a side result of the experimental
tests carried on in cooperation with the colleagues of Leonardo S.p.A. (formerly
Selex ES) to demonstrate the effectiveness of DVB-T based PR for ATC [21]. The
PR system was fielded on the roof of the Leonardo S.p.A. premises in Rome (see
Figure 15.12(a)). It employed a two-channel Rx to collect the signal from a reference
antenna steered toward the DVB-T Tx of Monte Cavo (about 22.5 km away) and a
single surveillance antenna pointed toward south-west so to include, in its 3 dB
pattern, many of the standard departure and arrival routes of the Rome city airports.
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Figure 15.12 Examples of vehicles detection potentialities for a DVB-T based PR:
(a) acquisition geometry; (b) range–velocity map at a single frame;
(c) enlarged view of a specific region of the map over a sequence
of three successive frames. � [2014] IEEE. Reprinted, with
permission, from [21]
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Continuous data acquisitions of about 5 s have been performed; these have
been then split into 14 consecutive fragments, being each fragment separately
processed according to the PR processing scheme of Figure 15.4. Along with the
good detection results obtained against aircrafts at medium ranges, we noticed the
presence of strong peaks appearing in the bistatic range–velocity maps at short
ranges (see e.g. the high intensity values in the first 2–3 km of the map in
Figure 15.12(b)). These were verified to be in large agreement with the expected
range–velocity trajectories of cars moving with different velocities on the highway
nearby the Rx location (yellow lines in Figure 15.12(b)). This is quite apparent in
Figure 15.12(c) that reports the enlarged view of a portion of the range–velocity
map for a sequence of three successive frames of the acquisition. Apparently,
a strong peak is present surrounded by other peaks moving on trajectories corre-
sponding to velocities between 90 and 110 km/h for vehicles moving on the
highway (maybe there was a good traffic flow on the highway at that time!).

As an alternative solution, satellite-based broadcasting Txs could be in prin-
ciple exploited for monitoring an area surrounding the ground-based Rx location.

The use of space-based (in lieu of ground-based) illuminators of opportunity in
high orbits potentially enables a ‘ubiquitous’ short-range surveillance capability
thanks to the simultaneous coverage of wide areas. In addition, with particular
reference to Txs in geostationary earth orbits (GEO), the PR operation could be
simplified since it would not require tracking the satellite position.

However, broadcast Txs in GEO have typical level of equivalent isotropic
radiated power (EIRP) in the range of 40–50 dBW, yielding a low level EM field
close to the Earth’s surface. In fact, very long integration times (order of many
minutes/hours) are required to yield an acceptable SNR. This allows images to be
made of the Earth’s surface (also by exploiting a limited satellite motion relative to
the Earth) [60, 61], but not detection of moving objects since their motion might
limit the integration time to the order of seconds to avoid severe range and Doppler
migration.

The above consideration can be relaxed when using Txs on medium Earth orbit
(MEO) and low Earth orbit (LEO), due to the reduced distance of these sources.
Nevertheless, in this case, a full constellation of satellites is necessary to guarantee
a continuous coverage of a specific region and a hand-over capability from a
satellite to another has to be developed. Moreover a continuous satellites tracking is
necessary.

According to the considerations above, a promising solution has been inves-
tigated in [35] based on the use of Txs for DVB-Satellite services to Handhelds
(DVB-SH) carried by geostationary satellites. These have been introduced for
Satellite Mobile Digital TV broadcast purpose and are designed to allow mobile
users to receive satellite TV without large antennas. Therefore, they are expected
to operate with sensibly higher EIRP and adequate bandwidth making them
suitable as illuminators of opportunity in PR. In addition, adequate waveform
characteristics are guaranteed since these transmissions exploit a similar OFDM
modulation with respect to their terrestrial counterparts with a slightly narrower
bandwidth. In [35], a preliminary evaluation of the achievable coverage has been
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conducted, showing that mid-range detection of aerial targets could be in principle
achieved with reliable performance.

Some preliminary experimental tests have been conducted in the framework of
a research project carried on by Leonardo S.p.A. (formerly Selex Galileo) in
cooperation with Sapienza University of Rome. To this purpose, an ad hoc Rx has
been developed based on a super-heterodyne architecture. This also includes the
parabolic antenna required to provide the narrow high gain beam at the reference
channel (see Figure 15.13).

Unfortunately, only a few successful tests have been performed since the EIRP
of the selected transmitter was verified to be much smaller than its nominal
specification and this was later verified to be due to a damage occurred to the Tx
antenna during the launch.

However, some promising results have been obtained against vehicles of
opportunity moving in a nearby street that could be detected against the background
as shown in the example reported in Figure 15.14. Specifically, Figure 15.14(a)
depicts the acquisition geometry with the Rx deployed on the roof of the building of
the Engineering Faculty. Figure 15.14(b) reports two Doppler cuts of the CAF
obtained with a CPI of 0.5 s: the two cuts refer to the first two range bins, being the
bin spacing equal to 52.5 m. No cancellation has been performed so that both the
cuts show a strong peak at zero bistatic velocity. Nevertheless, the Doppler cut
extracted at the second range bin clearly reveals the presence of an echo from an
object moving away from the Rx location with moderate velocity.

15.3.1.2 Exploitation of base stations for network connection
When very local area surveillance is considered, transmissions for wireless commu-
nications and networking could be also exploited. Among them, the Txs of WiFi,

Figure 15.13 Parabolic antenna exploited at the reference channel for the
experimental DVB-SH based PR Rx
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WiMAX and LTE are especially attractive for their wider bandwidth and vast
accessibility both in private and in public areas. In particular this section focuses on
the results obtained with a WiFi-based PR which allows radar coverage up to a few
hundreds of metres with range resolutions of 14 or 8 m depending on the adopted
modulation that can be either direct sequence spread spectrum (DSSS) or OFDM.

To this purpose, proper processing techniques have been devised to enable the
effective exploitation of WiFi signals using the PR principle for the considered
vehicular traffic monitoring application [26,27,29,63–65]. Basically, despite the
block diagram of Figure 15.4 is suitable for various waveforms of opportunity,
the specific technique to be employed at each block and its main parameters
should be carefully designed as they are largely related to the Standards that
regulate the transmission of the exploited signals.

A complete processing scheme for a WiFi-based PR is shown in Figure 15.15.
In this section, we briefly summarize the blocks relevant to target detection, paying
special attention to the adjustments and modifications made to guarantee their
effectiveness in the case under examination. The remaining blocks of the scheme
will be discussed in the following sections of this chapter.

First of all, we observe that in the considered scenarios, the PR sensor is typically
installed very close to the WiFi access point (AP) exploited as illuminator of
opportunity; therefore, assuming the Tx to be partially cooperative, its signal can be
spilled from the Tx antenna path using a directional coupler thus obtaining a quite
pure copy of the emitted signal. If this is not the case, conventional approaches can be
still exploited to recover the transmitted signal, i.e., using a dedicated antenna or
demodulating/re-modulating the signal received at the surveillance channel [26].

Whilst the Tx could be partially cooperative in the sense described above, the
transmitted waveform is not within the control of the radar designer, so that high
sidelobes or undesired peaks appear in the corresponding AF varying with the
adopted WiFi signal modulation [62]. Therefore, the reference signal must undergo
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a modulation-dependent conditioning stage aimed at improving the resulting mis-
matched AF in the range dimension [26,63,64].

It is worth mentioning that the WiFi signal is of a pulsed type so that the
evaluation of the range–velocity map can be performed via two separate steps.
Specifically, the range compression is obtained by cross-correlating the surveil-
lance and the reference signals on a pulse basis. Then, the velocity dimension is
synthesized by applying a fast Fourier transform (FFT) over the pulses available in
the CPI; ad hoc designed taper functions can be employed at this stage to control
the sidelobes level in the Doppler dimension [65].

Interference cancellation is usually a required stage also in this application,
especially when targets with lower RCS values are considered. The ECA can be
exploited to remove undesired contributions in the surveillance channel typically
due to the direct signal from the Tx and its multipath rays (i.e., bounces on sta-
tionary obstacles). In particular, since the ECA filter weights depend on the
exploited signal auto-correlation function and this in turn is related to the adopted
modulation, the cancellation filter weights should be separately estimated for DSSS
and OFDM pulses by averaging over pulses exploiting the same modulation [64].

A CFAR threshold is applied on the CAF map to automatically detect the
potential targets according to a specific CFAR detection scheme. This provides a
first target localization over the bistatic range-velocity plane. Then, the measures
collected at consecutive observations can be used to perform a line tracking over
this plane. Using a conventional Kalman algorithm allows to reduce the false alarm
rate while yielding more accurate range/velocity estimations.

The results obtained with the above processing scheme have been reported
in many contributions showing its effectiveness against typical scenarios
[26,27,29,45,63–65]. Some examples from [29] are shown in the following. The
corresponding data set has been collected by means of the experimental setup
sketched in Figure 15.16; the test was performed in a parking area where a vehi-
cular target was employed moving on a given trajectory (see the left-hand side
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of Figure 15.16). A GPS Rx was mounted on the moving car to collect the
ground truth.

A commercial WiFi AP was used as Tx of opportunity. Its antenna output was
connected to the transmitting antenna (TX) that was located at the point represented
with the coordinates (xTX, yTX):(0, 0) m; a directional coupler was used to send a
�20 dB copy of the transmitted signal to the first receiving channel of a quad-
channel receiving system with the aim of collecting the reference signal.

Three surveillance antennas were directly connected to the three remaining
receiving channels. Using the three available surveillance channels, we could
synthesize two independent PR sensors one of which is equipped with a pair of
surveillance antennas providing the target DoA estimation capability. To this pur-
pose, the first standalone surveillance antenna (RX1) was located in (x1, y1):
(25, 0) m in a bistatic configuration with respect to the TX; on the other hand
antennas RX2 and RX3 were placed a few tens of centimetres below the TX (in a
quasi-monostatic configuration), displaced in the horizontal direction by 12 cm
which gives a 60� non-ambiguous angular sector for the DoA estimation.

After a fully coherent base-band down-conversion stage, the signals collected
at the different receiving channels are sampled at 22 MHz and stored for off-line
processing.

The WiFi-based PR processing scheme depicted in Figure 15.15 is applied
against the collected surveillance signals separately at each receiving channel.
In particular, the ECA is applied with a batch duration equal to 100 ms over a
range of 300 m; a CPI of 0.5 s is used to evaluate the CAF map over consecutive
portions of the acquired signals (frames) with a fixed displacement of 0.1 s
(10 frames per second are thus obtained); and target detection is performed by
resorting to a standard cell-average CFAR threshold with a probability of false
alarm equal to 10�4.

Figure 15.17 reports the detection results obtained for the two PR systems for a
15 s acquisition (150 frames) compared to the ground truth. Specifically, the output
is shown of a standard association stage, based on a nearest neighbour association
strategy, aimed only at discarding false alarms; moreover, the detections associated
to stationary tracks have been discarded since they are likely to correspond to
clutter residues. The raw target plots are reported since the obtained measurements
have not been filtered at this stage.

In particular, Figure 15.17(a) reports the results for the PR system based on
the standalone antenna RX1, namely PR1. The results for PR2 are shown in
Figure 15.17(b) where a 2-out-of-2 criterion has been adopted on the detection
results separately obtained against the signals collected by antennas RX2 and RX3.

As is apparent, many plots are obtained that clearly correspond to the target
echoes. This clearly shows that the target detected with remarkable continuity
along its path by both the PR sensors. In addition, a long plot sequence is detected
that is likely to be generated by the double-bounce reflection of the target echo over
the building in the upper zone of Figure 15.16 (see the sequence of detections at
positive Doppler frequency and decreasing bistatic range between 250 and 150 m).
In practical applications, the false targets generated by multipath effect on the

Short-range passive radar potentialities 685



target echo might be reasonably recognized if the a priori knowledge of the sta-
tionary scene is available, namely the shape and position of the main stationary
obstacles forming the observed scene. In fact, based on geometrical considerations
and assuming a simple propagation model, it is possible in principle to identify and
discard the target tracks that are likely to correspond to multiple-bounce echoes.
Combining, the available measurements for the true target echo the target 2D
localization can be obtained as described in the following sub-section.
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15.3.2 Target localization based on a network
of passive sensors

Once the target has been detected on the bistatic range-velocity plane, its locali-
zation in local Cartesian coordinates can be obtained by using different sets of
measurements. To this purpose, multiple PR sensors can be exploited which allow
to collect a set of range/Doppler measurements for the same target which is
observed at different bistatic geometries. Moreover, assuming that each sensor
uses a couple of surveillance antennas, a simple interferometric approach can be
exploited to estimate the DoA of the target echo. This obviously increases the set of
available measurements thus potentially improving the localization capability of
the conceived system. However, different measurements (range/Doppler/DoA)
might be characterized by different accuracies, also affected by the exploited
waveform of opportunity, and their impact on the target 2D localization might be
highly dependent on the observation geometry [66–68].

In addition, the availability of multiple measurements is typically paid in terms
of system complexity and cost. However, we might observe that the implementa-
tion of a network of PR sensors for the surveillance of an area of small dimensions
is a more feasible task than in the case of wide area coverage (e.g., with reference to
synchronization issues, maintenance costs, etc.). Such approach could significantly
improve the localization capability of the resulting system provided that the
employed sensors are properly dislocated so that the target is observed at different
geometries conveying a great diversity of information. In this regard, different
strategies have been investigated to identify suitable Rx locations for a multistatic
PR aiming at increasing its coverage and the target localization accuracy [68–74].

Correspondingly, alternative target localization approaches have been pro-
posed based on different sets of homogeneous or non-homogeneous measurements
[29,75–79]. Depending on the considered measurements, the complexity of the
problem to be solved might increase. For example, since the Doppler measurements
depend both on the instantaneous position and on the target motion components,
including them in the system of equations to be solved would require an extended
set of measurements and, therefore, an increased number of sensors.

In this sub-section, we consider the problem of obtaining the target x–y coor-
dinates from a minimum set of measurements [29]. As is well known, a minimum
number of two position dependent measurements is required to perform the 2D
target localization. However, different sets of two measurements could be exploited
and this choice has implications both on the resulting localization accuracy and on
the PR system to be designed there including the number and displacement of the
Rxs and the number of receiving antennas for each passive sensor.

For the purpose of our analysis, we refer to the experimental test described in
Section 15.3.1.2 (see Figures 15.16 and 15.17) for a WiFi-based PR exploiting two
separate sensors [29]. The nearest sequence of plots in Figure 15.17 is selected
which clearly corresponds to the employed target. This procedure has been partially
automatized by applying a conventional tracking stage on the range-Doppler plane
and then manually extracting the track of interest; specifically the plots associated
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to the selected track are collected which represent a set of bistatic range and
Doppler frequency measurements (namely, RB1 and fD1), for the considered target,
performed by PR1 along the acquisition. Similarly, the set of range/Doppler mea-
sures is collected for PR2 (RB2 and fD2); in this case, also the phase difference
between RX2 and RX3 measured at the target detection point is exploited to obtain
the target DoA estimation. The estimated target DoA along the performed acqui-
sition is show in Figure 15.18, compared to the ground truth showing that it is well
in line with the test geometry.

Therefore, with this experimental setup, the target 2D localization at a given
CPI can be performed by using the following subsets of available measurements:

(a) Two (possibly filtered) bistatic range measurements provided by two PR
sensors. For a given PR with known Tx and Rx locations, a bistatic range
measurement univocally identifies the ellipse where the target lies. The
intersection points of two ellipses provide the estimation of up to four
possible target positions over the x�y plane. The ambiguous solutions might
be discarded by forcing the target to be within the antennas’ main lobe; this
presumes some degree of a priori knowledge, namely information about the
area covered by transmitting and receiving antennas beams should be
available. The achievable target localization accuracy depends on both the
range measures accuracy and on the additional multiplicative effect caused
by the multistatic system geometry on the achievable precision; the latter
effect is known as the dilution of precision (DOP) factor in GPS and geo-
matics engineering [80]. Better performance could be obtained, if the target
range measurements are used at the output of a dynamics model-based fil-
tering stage that takes into account the multiple sequential measurements
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[29]. To this purpose, a conventional Kalman tracking algorithm can be
applied over the range-Doppler plane separately for each PR, by assuming a
parabolic motion model for the target which results in a 3 � 1 system state
vector (range, Doppler, Doppler rate). Notice that a range/Doppler tracking
stage is usually adopted in PR applications because it allows both to discard
false alarms and to improve the range measure accuracy prior to merging
the results from multiple PR Rxs. In fact, after the line tracking, also the
target bistatic Doppler measurements are indirectly exploited to obtain more
accurate range measurements with respect to the raw case. As a consequence,
the localization procedure based on the intersection of the corresponding
ellipses yields a much more stable estimation of the target position in the
x�y plane.

(b) A range measurement and a DoA measurement provided by a single PR
sensor. The target position is obtained by intersecting the bistatic ellipse
with the line identifying the DoA of the target echo. Notice that ambiguous
solutions might be found using this approach, as well as when exploiting two
range measurements, because the DoA measurement could be ambiguous
itself. With particular reference to our case study, the horizontal displacement
of the receiving antennas (12 cm) yields a 60� non-ambiguous sector for
the DoA estimation. Nevertheless, since directive antennas are employed, the
ambiguous solutions can be discarded by forcing the target to be within the
area covered by the antennas’ main lobe. Again, the achievable localization
accuracy depends both on the accuracy of the exploited measures and on the
PR/target geometry. For example, the performance is expected to rapidly get
worse as the target moves away from the Rx; basically this is due to the
decrease in the target echo power level and to the widening of the uncertainty
x�y area caused by a given DoA error.

The results obtained with the above strategies against the experimental test in
Figure 15.16 are reported in Figure 15.19. In addition, the first three rows of
Table 15.2 summarize the localization performance in terms of positioning error

defined as eP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2

x þ e2
y

q
where ex and ey are the errors along the x and y dimen-

sions, respectively.
As is apparent, when using the raw range measurements (white plots in

Figure 15.19(a)), localization errors in the order of metres are experienced along
the x dimension while the track follows the actual motion of the target along the y
dimension (which is oriented along the range axis). In particular, the worst locali-
zation performance is experienced when the target is far from the two employed
sensors. In fact, in such locations the bistatic ellipses become quite similar and
almost tangent, thus increasing the DOP factor along the x dimension.

Better performance is obtained by exploiting the filtered range measurements
(blue plots in Figure 15.19(a)). The resulting track is almost identical to the actual
path of the car; the slight differences are due to clutter residuals which affect
the estimation of the target range and Doppler frequency, especially when it
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Table 15.2 Target localization performance using different strategies

Exploited measurements
and method

Maximum
positioning
error (m)

Mean
positioning
error (m)

Positioning
error standard
deviation (m)

2 raw range measurements 32.65 4.81 5.78
2 filtered range measurements 6.64 2.47 1.53
1 filtered range & 1 DoA measurements 2.56 1.79 0.54

2 filtered ranges & 1 DoA measurements
(ML approach)

2.37 1.6 0.49
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approaches the building in the parking area. Correspondingly, the localization
accuracy is significantly improved since the standard deviation of the positioning
error is reduced by 4.2 m with respect to the previous case (see second row of
Table 15.2). Obviously, better results could be obtained by applying a second
tracking stage over the x�y plane; however, we are interested in the direct impact
of the available measures on the 2D localization capability of the system so that the
comparison is performed without a target tracking in the x�y plane.

Finally, the exploitation of the quite accurate phase difference measurement
allows to further improve the target localization accuracy (white plots in
Figure 15.19(b)). Basically, the maximum positioning error along the target
trajectory is now comparable with the target size.

Based on the reported analysis, we might gather that, despite the simple
approach exploited for DoA estimation (i.e., phase difference measurement
between a couple of surveillance antennas), the target localization based on
(at least) one angular measurement yields more reliable performance in the con-
sidered case study. This is a quite interesting result because it contrasts with the
typical case of other PR systems operating at lower carrier frequencies for which
the DoA estimation tends to be unstable and inaccurate. Moreover, this directs the
design of a multistatic WiFi-based PR system to the inclusion of few sensors
equipped with multiple receiving antennas instead of many lower cost sensors
using a single surveillance antenna.

To complete the picture, Figure 15.20 shows the result obtained with the
maximum likelihood (ML) approach presented in [29] for jointly using all the
measurements provided by PR1 and PR2 (i.e., the target DoA measurement
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provided by PR2 and the two bistatic range measurements provided by PR1 and
PR2 after the filtering stage).

Specifically, we look for the solution of the following system of three non-
linear equations in two unknowns:

RB1 ¼ fR1 xt; ytð Þ þ eR1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xTX � xtð Þ2 þ yTX � ytð Þ2

q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 � xtð Þ2 þ y1 � ytð Þ2

q
þ eR1

RB2 ¼ fR2 xt; ytð Þ þ eR2 ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xTX � xtð Þ2 þ yTX � ytð Þ2

q
þ eR2

J ¼ fJ xt; ytð Þ þ eJ ¼ arctan
xt

yt

� �
þ eJ

8>>>>>>>><
>>>>>>>>:

(15.7)

where (xTX, yTX) are the Tx coordinates, (x1, y1) are the coordinates of PR1 and we
assumed that PR2 is placed in a monostatic configuration. Moreover, p: (xt, yt)

T

are the target coordinates (superscript T indicates transpose), RB1 and RB2 are the
bistatic ranges given by PR1 and PR2 respectively, J is the target angle of arrival
provided by PR2, and eR1, eR2 and eq are the corresponding measurement errors.

Under the hypothesis of small errors affecting the performed measurements,
the system in (15.7) is linearized by using a first-order Taylor series approximation
about the target tentative position p0 : (xt0, yt0)T:

m ffi m0 þ H � ðp � p0Þ þ eM (15.8)

where a matrix notation has been adopted based on the following definitions:

m ¼ RB1 RB2 J½ �T (15.9)

m0 ¼ fR1 xt0; yt0ð Þ fR2 xt0; yt0ð Þ fJ xt0; yt0ð Þ½ �T (15.10)

H ¼

@fR1

@x

�����
xt0;yt0ð Þ

@fR1

@x

�����
xt0;yt0ð Þ

@fR2

@x

�����
xt0;yt0ð Þ

@fR2

@y

�����
xt0;yt0ð Þ

@fJ
@x

�����
xt0;yt0ð Þ

@fJ
@y

�����
xt0;yt0ð Þ

2
6666666666664

3
7777777777775

(15.11)

Moreover, let us assume that the joint probability density function of the errors
eM is Gaussian with zero mean value and covariance matrix SM given by the fol-
lowing equation:

SM ¼
s2

R1 0 0

0 s2
R2 0

0 0 s2
J

2
64

3
75 (15.12)
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where s2
R1, s2

R2 and s2
J are the variances of the errors eR1, eR2 and eq, respectively.

In practice, s2
R1 and s2

R2 can be derived from the a posteriori error covariance
matrix of the Kalman algorithm, separately applied on PR1 and PR2; similarly s2

J
can be estimated as s2

J ¼ l=2pd cos Jð Þ2SNR�1 where J is the estimated target
DoA and the SNR is estimated at the target detection point on the range-Doppler
map. Notice that it has been reasonably assumed that the cross-covariance between
the collected measurements is equal to zero.

Under these hypotheses, the ML estimator for the target position might be
derived by solving the following minimization problem:

min
p

¼ m � m0ð Þ � H � p � p0ð Þ½ �TS�1
M m � m0ð Þ � H � p � p0ð Þ½ �

n o
(15.13)

that has the following solution:

p ¼ HTS�1
M H

� ��1
HTS�1

M m � m0ð Þ þ p0 (15.14)

This allows to update the target coordinates with respect to the tentative position
and to reiterate the procedure until the displacement kp � p0k is within the
requirements on the positioning accuracy or the maximum admitted number of
iterations is reached. As is apparent, due to the non-homogeneous nature of the
exploited measures, the target position updating obtained by resorting to the ML
estimator depends not only on the collected measurements and the target-sensors
geometry, but also it depends on the accuracy of the available measurements.
In fact, different measurements are weighted according to their own accuracies and,
in this case study, this suggests to rely mainly on the angular information.

The target instantaneous positions estimated by the resulting PR network in
Figure 15.20 are in large agreement with the ground-truth. The quantitative analysis
of the performance of the ML estimator jointly exploiting the measurements from
PR1 and PR2 is reported in the last row of Table 15.2. As is apparent, the maximum
deviation between the ground truth and the estimated target position reduces to
approximately 2.4 m. The improvements in the mean error and the error standard
deviation are 0.18 and 0.05 m, respectively, with respect to the use of a single range
and DoA measurements and much higher with respect to the use of two range
measurements. This reveals that the system is able to identify the most reliable
measurements and exploit all information in the best possible way. Interestingly,
enough, the use of the ML intrinsically avoids that the use of noisy information
degrades the global 2D localization accuracy, so that it is generally a viable prac-
tical solution.

The ML approach described above can even be nicely extended when the set of
exploited measurements is widened by including the Doppler frequencies aiming at
estimating also the target’s velocity components along the x and y directions,
namely vx and vy. Since the Doppler frequency of the target echo depends on its
velocity components vx–vy as well as on the system bistatic geometry, the target
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motion evaluation requires the joint estimation of both the target velocity and the
target position. Specifically, the following two equations should be added to the
system in (15.7):

fDl ¼ 1
l

xTX � xtð Þvxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xTX � xtð Þ2 þ yTX � xtð Þ2

q þ yTX � ytð Þvyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xTX � xtð Þ2 þ yTX � xtð Þ2

q þ

þ xl � xtð Þvxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xl � xtð Þ2 þ yl � xtð Þ2

q þ yl � ytð Þvyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xl � xtð Þ2 þ yl � xtð Þ2

q

2
6666664

3
7777775þ efl

8>>>>>><
>>>>>>:

l ¼ 1; 2

(15.15)

Therefore, a system of five equations in four unknowns should be solved.
Proceeding as in (15.8)–(15.14), the solution of (15.15), based on the ML approach,
can be written as in (15.14) where the matrix structures are replaced with their
augmented versions and the covariance matrix SMa (5�5) includes the variances of
the Doppler frequency measurements.

The results are reported in Figure 15.21 along the considered acquisition for
both the velocity components compared to the ground truth. For the purpose, of our
analysis, we have also reported the velocity components obtained as time deriva-
tives of the estimated target x�y coordinates obtained in Figure 15.20. As is
apparent, the joint estimation of the target position and velocity based on the ML
approach provides much more accurate results with respect to the case of time
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derivatives of the position components. This is due to the exploitation of the quite
accurate Doppler frequency measurements that directly depend on the target
motion parameters. In contrast, the estimated target position yields information
about its motion only when observed at consecutive time instants; as a con-
sequence, the localization errors might be doubled when evaluating the target
velocity components.

Clearly, different approaches might be exploited for the estimation of the target
velocity components. Nevertheless, the reported results show that the target motion
parameters can be reasonably estimated based on the measurements provided by a
couple of PR sensors dislocated on the surveillance area. This estimate might
fruitfully feed the target tracking algorithm over the x�y plane or it can effectively
initialize the target motion parameters estimation stage needed for the target cross-
range profile formation based on ISAR techniques (see Section 15.5).

While further improvements are expected if a wider network of properly
displaced Rxs is used to collect a wider set of range/Doppler/DoA measurements,
the reported results clearly demonstrate that there are good potentialities for the
WiFi-based PR for short-range surveillance to provide accurate 2D location of
vehicular targets, despite the wide antenna beams typically used by such sensors.

15.4 Indoor surveillance applications

In recent years, there has been a growing interest in indoor localization and tracking
systems due to the security and public safety issues as well as service matters.
Real-world applications include, for example, people location and navigation along
buildings, automotive safety, vehicle navigation, or asset tracking.

Along with video surveillance systems, various wireless technologies have
been used for indoor localization among which infrared, IEEE 802.11 wireless
LAN and ultrasonic. More recently Radio Frequency Identification (RFID) has
become a very attractive solution thanks to a number of desirable features, such as
contactless communications, high data rate and security, nonline-of-sight read-
ability, compactness and low cost [81,82].

In this section, we examine the potentiality of PR for indoor area monitoring.
Although alternative illuminators of opportunity could be in principle considered,
we refer to the exploitation of WiFi transmissions as they represent the most
obvious choice for indoor applications [39–45].

As a first step, we attempt to give an answer to the following question: which
would be the benefits of employing PR for indoor surveillance applications? To
answer this question we build on the assumption that PR sensors are not intended to
replace existing technologies but rather to complement them at a reasonable cost.
Therefore our aim is to understand which could be the potential advantages con-
veyed by PR systems and how they could compensate for possible limitations of
current solutions.

To this purpose, we first observe that a PR sensor is able to operate against
non-cooperative targets. This is clearly an advantage with respect to technologies
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such as RFID, IEEE 802.11 wireless LAN and ultrasonic positioning that require
the target objects to be equipped with a cooperative device (e.g., a wireless LAN
card, a RFID tag, an ultrasonic transceiver, etc.). For the sake of completeness,
it has to be mentioned that active ultrasonic sensors can be used also non-
cooperatively; however they are quite sensitive to the presence of external noise
sources and obstacles. Thus, compared to the technologies above, PR systems are
better suited for specific surveillance applications such as intruder detection,
location and tracking of unauthorized vehicles in forbidden areas, etc. Furthermore,
since the EM scattering is characteristic of a target, PR in principle enables non-
cooperative classification of the observed objects.

In addition, PR sensors based on WiFi transmissions do not require direct line-
of-sight as, for example, for the infrared or video cameras; this makes the PR
solution effective for covert detection of people moving behind walls [40].

Moreover, PR is not subject to the blind spots and potentially intrusive
equipment required by video surveillance, so that it could be used in public areas or
private commercial premises.

Finally, based on the PR concept, no extra signal is transmitted and this limits
the energy consumption, prevents possible interference with preexisting systems,
and makes the sensor free from any issue related to human health.

Among the drawbacks of PR for indoor surveillance applications, the severity
of the interference contributions (i.e., direct signal and multipath) is a key point.
Such undesired signals, typically mask the target echoes even in the presence of a
large range-Doppler separation because of the sidelobes level of the signal AF that
is not within the control of the radar designer. Therefore, the signal processing
techniques devised for outdoor applications should be carefully tailored to coun-
teract these effects and enable effective target detection and localization. In addi-
tion, the surveyed scene might be characterized by a high concentration of targets.
As a consequence, proper strategies should be identified to discriminate closely
spaced targets moving in the observed area.

In the following sub-sections, the feasibility of PR sensors for indoor surveil-
lance is verified with reference to experimental results obtained for a WiFi-based
PR prototype. Specifically, the issues above are addressed and possible solutions
are investigated and tested.

15.4.1 Experimental results for indoor target detection
and localization

Many experimental tests have been performed by the research group at the DIET
Department of Sapienza University of Rome in order to demonstrate the feasibility
of WiFi-based PR for indoor surveillance. In particular, such experimental cam-
paigns have been carried on mainly within the framework of two projects funded by
the EU under the 7th Framework Programme [83,84]. These projects presented an
innovative approach to the challenging tasks required by the airport security system
where the WiFi-based PR sensor is jointly employed with other active and passive
sensors to enhance the security level in the airport terminal area.
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Therefore, in this sub-section we report the results obtained against human
targets using the experimental setup depicted in Figure 15.22 [45]. The PR Rx has
been fielded in a wide exhibition hall of the ‘Nuova Fiera di Roma’ whose size
is comparable with an airport’s terminal (see picture on the left hand side of
Figure 15.3). An (X,Y) coordinate system has been defined with the X axis aligned
with the short side of the hall and the Y axis oriented toward its centre, being the
origin of the system located on the Tx antenna.

The system employed was the same described in Section 15.3.1.2; however, in
the reported experiments, a quasi-monostatic configuration was adopted, being the
PR Rx equipped with two surveillance antennas to provide angular localization
capability. About 60 different tests have been performed using one or two human
targets walking simultaneously in the area to be surveyed. In the following, for
illustrative purposes, we will report the results of the three tests described below:

● Test T1 [Figure 15.23(a)]: a man moves toward the Tx of opportunity with
roughly constant velocity along the Y axis (i.e., DoA equal to zero degrees);

● Test T2 [Figure 15.23(b)]: two men walk along crossing paths. In particular,
they initially move closer together; once they have come across, they con-
temporaneously change they walking directions departing from the Y axis with
different angles;

● Test T3 [Figure 15.23(c)]: two men move along partially overlapping paths.
In particular, they initially walk on the same direction with a constant
separation of about 1 m; then they abruptly change their heading, going toward
opposite sides of the hall.
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Figure 15.22 Sketch of the experimental setup employed for WiFi-based PR tests
in indoor scenarios. � [2015] IEEE. Reprinted, with permission,
from [45]
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Figure 15.23 Real target trajectories for (a) Test T1; (b) Test T2; and (c) Test T3.
PR localization results for (d) Test T1; (e) Test T2; and (f ) Test T3.
� [2015] IEEE. Reprinted, with permission, from [45]
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The data collected for each test covers a length of time equal to 25 s and has been
processed according to the WiFi-based PR processing scheme of Figure 15.15.
In particular, the ECA is applied with a batch duration equal to 100 ms over a range
of 300 m; a coherent integration time of 0.5 s is used to evaluate the bistatic range–
velocity map over consecutive portions of the acquired signals (frames) with a
fixed displacement of 0.1 s (10 frames per second are thus obtained); and target
detection is performed by resorting to a standard cell-average CFAR threshold with
a probability of false alarm equal to 10�4. The above settings were experimentally
verified to yield remarkable cancellation performance against the very slowly
varying characteristics of the environment while enabling the detection of people
moving in a building.

The results obtained for the considered tests T1, T2 and T3 are reported in
Figure 15.23(d)–(f), respectively. As is apparent, in all cases, only small deviations
are observed with respect to the real targets trajectory; these are mainly due to the
target range/DoA estimation accuracies and their projection on the X�Y plane.
However, we verified that these fluctuations are partly due to the micro-Doppler
effects typical of the human body. Incidentally, we might observe that these effects
could be fruitfully exploited by a target classification stage at least to distinguish
between human targets and man-made objects [43]. Anyway, better results are
expected by exploiting multiple PR sensors properly dislocated around the hall;
moreover, the achievable positioning accuracy can be increased by applying a
second tracking stage on the Cartesian plane.

With reference, to the experimental tests involving two targets (i.e., T2 and T3),
we observe that the conceived system is able to correctly identify and track the two
men moving in the hall as far as they can be distinguished in the range-velocity
plane; in particular, when the targets move toward opposite directions they yield
echoes with opposite Doppler frequencies.

In contrast, in test T3, only a single target is recognized and tracked in the first
part of the acquisition as the two men walk close each other. Obviously, this is a
consequence of the limited resolution provided by the WiFi-based PR, especially in
the range dimension. In fact, we recall that the achievable range resolution of the
system is limited to several metres, due to the limited frequency bandwidth occu-
pied by the available signals (e.g., 11–18 m, depending on the adopted modulation).
Therefore, although the above results clearly show the promising characteristics of
the conceived sensor for indoor target localization and tracking in surveillance
applications, it is of great interest the study of alternative processing techniques
able to provide an improved resolution capability on the observed targets, along the
line investigated in [45,85,86].

15.4.2 Resolution improvement via ISAR techniques
Additional resolution in cross-range direction could be achieved by resorting to
Inverse Synthetic Aperture Radar (ISAR) techniques, namely by exploiting
the motion of the target itself [87]. Therefore in [45,85,86], we have shown that a
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cross-range resolution considerably higher than the range resolution can be achieved
by applying ISAR techniques to targets with a motion component in the cross-range
direction.

The main processing steps are sketched in Figure 15.15 in the dashed frame.
Once a moving target has been detected, the corresponding range strip is selected
from the compressed data and fed in input to the ISAR processing block constituted
by the cascade of target motion estimation, cross-range profile focusing and scal-
ing. The target phase history in the ISAR CPI is approximated by an M degree
polynomial law. Consequently the target motion is estimated by searching for the
set of coefficients that better compensates the migration through both range
and Doppler resolution cells and thus provides the best quality of the focused
profile according to a specific cost function. Once the target motion parameters are
available, the cross-range profile is formed and properly scaled by mapping Dop-
pler frequencies into cross-range distances. Further details are reported in [85] on
the search strategy, on the objective function adopted for the autofocus and on the
focusing/scaling stage and will be briefly discussed in Section 15.5.

Potential of ISAR techniques in resolving closely spaced human targets mov-
ing in a cluttered indoor scenario is here preliminary demonstrated by using live
data acquired by means of the PR prototype in Figure 15.22. The PR Rx has been
fielded in the canteen of the School of Engineering whose size is approximately
equal 11 m wide and 28 m long (see Figure 15.24). In the reported experiments,
simplifying conditions have been adopted for the targets motion; consequently the
basic processing scheme presented in [85] can be effective without requiring
advanced modifications aimed at isolating the contributions of multiple targets
present in a given range cell [87]. Specifically, many tests have been performed
using two human targets about two m apart both moving in cross-range direction

11 m

28
 m

Y

R0 ≈ 24.4 m

≈ 2 m

TX/RX X

Moving
targets

Figure 15.24 Sketch of experimental test. � [2015] IEEE. Reprinted, with
permission, from [45]
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(i.e., trajectory parallel to X axis in Figure 15.24) with approximately the same
speed of 1.3 m/s, distance of minimum approach R0 ¼ 24.4 m and overall test
duration equal 10 s [45].

The acquired data has been processed via the processing scheme in Figure 15.15
with ECA applied with a batch duration set to 400 ms over a range of 300 m and the
bistatic range–velocity map evaluated over a CPI of 0.5 s. A cut of the bistatic
range-Doppler map at the range bin interested by the two human targets is reported
in Figure 15.25 (blue curve).

We observe that the two targets give rise to the presence of a single strong
peak meaning that the two targets can be detected but not resolved. By increasing
the CPI (3 s) and feeding the ISAR processing block (with M ¼ 3) the red curve
in Figure 15.25 is obtained. We observe that the increased CPI provides an
improvement in terms of both Doppler resolution and target peak power. Particu-
larly, the two targets give rise to the presence of two clearly resolved peaks whose
Doppler separation (1.635 Hz) scaled accordingly to the estimated cross-range
speed (1.313 m/s) provides 1.865 m which is largely in agreement with the actual
separation between the targets. The reported results clearly show that the target
motion can be fruitfully exploited to improve cross-range resolution so that closely
spaced targets can be effectively discriminated. Moreover the characteristics of the
considered indoor scenario demonstrate the potential of the proposed approach in
cases of practical interest.
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15.5 Steps toward target classification: cross-range
profiling of targets

In the previous sub-sections, the discussion has been focused on the target
detection and localization capability of a PR sensor in different applications.
In addition, especially in the considered short-range case, it is of great interest
the possibility to obtain high resolution radar images of the observed targets.
In fact, the availability of reliable and meaningful target’s images may open
the doors to non-cooperative target recognition (NCTR) capabilities for the
considered sensors.

Several studies have been reported in the technical literature that investigate
the possibility to form 2D images of the observed scene when exploiting various
signals of opportunity in different applications [60,61,88–100]. In these studies,
SAR or ISAR techniques are applied based on the exploitation of the motion of the
Tx and/or of the target itself. In some cases, further improved resolution is syn-
thesized by adjoining more frequency channels transmitted by the same emitter
[91,94]. In addition, a special attention has been recently devoted to the exploi-
tation of multistatic imaging approaches that are expected to yield enhanced
imaging capability thanks to the diversity provided by sparse sensors distribution
[95–100].

Unfortunately, for a great variety of signals of opportunity, the range resolution
is typically insufficient to obtain meaningful 2D images due to the limited
frequency bandwidth. In contrast, for targets with a motion component in the cross-
range direction, it is still possible to achieve a higher (cross-range) resolution by
applying appropriate ISAR processing schemes [45,85,86,101]. Such approach
provides the PR with the advanced capability to obtain high resolution 1D cross-
range profiles of moving objects that could anyway enable the automatic classifi-
cation of designated targets.

To this purpose, an effective ISAR scheme for cross-range profiling has been
introduced in [85], tailored for the typical short-range surveillance scenarios of a
WiFi-based PR. The main processing steps are sketched in Figure 15.15 and have
been briefly summarized in Section 15.4.2.

To explain, the ISAR processing in slightly more details we refer to Fig-
ure 15.26 and consider a target moving at a given velocity (Vx, Vy) and passing
through the point (x ¼ 0, y ¼ y0 ¼ R0) at time aperture centre t0. For the sake of
simplicity, we assume that the Tx of opportunity and the passive Rx are located in
(x ¼ 0, y ¼ 0) in a quasi-monostatic configuration (the more general bistatic case is
considered in [85]).

As is typical in ISAR, the two-way radar-target distance can be approximated
around time t0 as a polynomial law, namely as a Taylor series of order M. In the
considered geometry, we have

Rt tð Þ ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xt tð Þ2 þ yt tð Þ2

q

 Rt 0ð Þ þ 2

XM

m¼1

am
t � t0ð Þm

m!
(15.16)
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where xt(t) ¼ Vx(t � t0), yt(t) ¼ R0 þ Vy(t � t0) and the coefficients up to the second
order can be easily expressed as functions of the target motion parameters:

Rt 0ð Þ ¼ 2R0; a1 ¼ Vy; a2 ¼ Vx
2

R0
(15.17)

As far as the M value is concerned this has to be chosen according to the depth of
focus criterion: in our case, for the considered short-range acquisition geometry and
motion conditions, it is typically sufficient to set M ¼ 3. In addition, we observe
that both range and Doppler cell migration can occur. Specifically, in range
direction the migration is related mainly to range walk due to the target radial
velocity (namely a1). As far as cross-range (Doppler) direction is concerned, the
target phase history, jt tð Þ ¼ 2pRt tð Þ=l, in our application is characterized by
quadratic and cubic phase terms, that need to be compensated to perform coherent
integration over the long CPI T required to achieve the high cross-range resolution.

Unfortunately, the target motion parameters are usually unknown and must be
estimated from the received echoes via auto-focus. To this purpose a range strip
centred on the range of the detected target is selected from the range compressed
data and given as input to the target motion estimation procedure. An effective
approach to obtain the parameter estimation is to search for the set of values
(a1, a2, a3) that provides the best quality for the focused profile. In [85], the esti-
mated ba1; ba2; ba3ð Þ values are chosen as those values which minimize the entropy
of the final profile [102] and an efficient approach is proposed to implement the
corresponding search in the 3D parameter space with a limited computational
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Figure 15.26 Sketch of the acquisition geometry for cross-range profiling tests
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burden. In this regard, we also observe that this auto-focusing stage can be fruit-
fully initialized by the rough motion estimation provided by the PR tracking stage.

Once the Rt(0) value is known from the selected range bin, and the estimate ofba2 is obtained, also the target cross-range velocity can be obtained bV x, which is
directly used to scale the Doppler axis, thus mapping Doppler frequencies into
cross-range distances. Moreover, this allows also to evaluate the global Doppler
bandwidth BD and the azimuth resolution ra, given by:

BD ¼ 2
l
a2T ra ¼ Vx

BD
¼ lR0

2VxT
(15.18)

For example, under the hypothesis of R0 ¼ 50 m, (Vx ¼ 4.5 m/s, Vy ¼ 0 m/s) and
T ¼ 6 s, the obtainable resolution in the azimuth dimension is of the order of tens of
centimetres.

Figure 15.27 shows an example of the results obtained for an experimental test
performed against vehicular targets in a parking area, using the acquisition geo-
metry depicted in Figure 15.26 [85]. In the reported test, two identical cars
(i.e., Fiat Punto Evo) were employed moving along the axis y ¼ y0 ¼ 50 m (dashed
line in Figure 15.26) at about Vx ¼ 4.5 m/s with a separation of about 3�4 m so
that, at the middle of the acquisition, they were almost symmetrically displaced
about the point (0 m; 50 m).

Specifically, Figure 15.27 shows the sequence of five profiles focused from
subsequent (partially overlapped) frames extracted from the collected signal.
An ISAR CPI of 6 s is used, sliding along the 10 s of the globally available
acquisition time. The different frames refer to image times spanning from 3 to 7 s
with spacing 1 s. Initially, only a single car is present inside the antenna beam,
which is clearly apparent from the profile. We observe that as the second car enters
in the antenna beam, two almost identical cross-range profiles are obtained: these
profiles persist in all the considered frames occupying progressively increasing
cross-range positions. If we evaluate the cross-range distance travelled by scatter A
between the first frame (image time 3 s) to the last frame (image time 7 s), we get
17.81 m which is well in line with cross-range velocity of about 4.5 m/s and tem-
poral separation between the first and the last frame of 4 s. In addition, we observe
that each of the two identical patterns in the reported cross-range profiles is char-
acterized by three main peaks which correspond to the main scattering centres of
the two identical cars used for the considered experiment. Thus, the proposed
technique allowed us both to separate the two vehicles in the cross-range direction
and to identify their main scattering points making it possible to measure their
displacement. Basically, by evaluating the distances between homologous points of
the cars (profile peaks) we can estimate the cross-range displacement of the two
targets (about 6.8 m on average) which is well in line with the test geometry (we
recall that the length of each car is 4 m and their separation along the path is about
2�3 m). Incidentally, we notice that the identification of the main scattering cen-
tres represents the first step for a target classification procedure since it gives an
indication of the target electromagnetic length and signature.
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Figure 15.27 Sequence of frames from cross-rage profiling test employing
two identical cars. � [2014] IEEE. Reprinted, with permission,
from [85]
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It is worth explicitly noticing that in order to get an ISAR profile, the target
does not have to move strictly in cross-range direction but it can move with both
radial and cross-range velocities not null. The only case which prevents the for-
mation of the ISAR profile is when the target is moving strictly in the radial
direction: in such case the target motion does not provide the angular aperture
needed for the achievement of cross-range resolution. Obviously, the limitation
pertaining this very special case could be easily overcome if multiple Rxs (even
just two) properly located are used.

Notice that the first blocks in Figure 15.15 are in common with the PR pro-
cessing scheme for target detection so that the additional required processing steps
can be nicely integrated in the basic scheme to provide the final system with
advanced ISAR capability. Specifically, in [85] we have shown that the range
compressed data after interference cancellation have to be exploited to avoid strong
contributions from stationary scatters, i.e., interference cancellation is a required
step also in the passive ISAR mode. However, the interference cancellation has a
non-negligible effect on the target signal fed in input to the ISAR processing so that
it might reduce the quality of the ISAR products. Basically, the adopted cancella-
tion algorithm (e.g., ECA) strongly attenuates the target signal components at low
Doppler frequencies since they are recognized as stationary contributions and
included in the adaptive estimation of the cancellation weights. As a consequence,
a considerable part of the target Doppler spectrum can be lost and this potentially
causes a degradation of the ISAR profiling. This degradation can occur in the case
of slow-moving targets as well as in the case of targets moving along the cross-
range direction, that are the most interesting ones to apply the ISAR processing
schemes. As a consequence, the processing techniques described above might yield
limited performance especially when accurate profiling is required.

Obviously, different applications impose different constraints and require-
ments on the quality of the ISAR products so that this potential degradation
might be appreciable or not. Particularly when considering human targets, as in
Section 15.4.2, the strong requirement is on the resolution capability enabling the
separation of the different targets. In contrast, when dealing with man-made targets
(such as vehicles), the requirement is on the accurate separation and extraction of
the different scattering centres of the same target so that ATR procedures could be
enabled. While standard quality ISAR products can allow the separation of differ-
ent targets, enhanced quality products are essential for classification purposes.

Therefore, in [45] an advanced processing scheme has been presented to obtain
an effective removal of interference contributions from the stationary scene while
preserving the target echo and, consequently, the quality of the ISAR processing.
The proposed approach exploits the output of the ISAR profiling stage to retrieve
from it the signal contribution concerning the considered target and uses this
recovered component to clean the received surveillance signal. In this way, the
estimation of the cancellation filter weights can be repeated using a signal with
‘target reduced’ characteristics. By iteratively repeating the above steps, progres-
sively a ‘target free’ signal is made available for filter weights estimation and the
low-frequency components of the target returns are better reconstructed. The block
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diagram of the proposed iterative target preserving (ITP) technique is sketched in
Figure 15.28 while a discussion about the relevant parameters setting and the stop
criterion can be found in [45].

As an example, the cross-range profiles obtained with the ITP technique are
reported in Figure 15.29 for a single frame of the same experimental test shown
in Figure 15.27. In this case, the ITP algorithm stops after 16 iterations. As is
apparent, compared to the simple cascade of the ECA and the ISAR processing,
ITP technique yields an improvement of few dBs in terms of profile amplitude.
In fact, the capability to preserve a greater portion of the target spectrum results in
better target motion estimation and target focusing that in turn lead to the formation
of more stable profiles to be exploited for the extraction of reliable information on
the observed targets. In this regard, Table 15.3 reports the distances between
homologous points of the cars (i.e., profile peaks labelled with capital letters)
measured from the cross-range profiles obtained with the ECA and the ITP
approaches, respectively. Even, if the actual value of this distance is not available,
it is expected to be constant independently of the considered pair of peaks.
Apparently, for all the three considered pairs, the use of the iterative technique
provides less scattered values, when compared to ECA, thus proving a more
accurate extraction of the target scattering centres by means of ITP technique.
Obviously, the enhanced quality of the achieved ISAR profiles is paid in terms of
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an increased computational cost of the iterative technique with respect to the basic
approach (almost coinciding with the first iteration of the ITP).

15.6 Conclusions

As is hopefully evident from this chapter, the nice characteristics of PR sensors
could be successfully exploited in a number of short-range surveillance applica-
tions. The focus of the chapter has been primarily on the capability of reliably
detecting and accurately tracking targets of potential interest in such applications.
These included small vessels and boats in coastal areas, ground vehicles on roads
and parking areas and even people moving indoors. Several experimental
results were reported to verify the effectiveness of PR sensors when employed in
such challenging scenarios. In addition, the possibility to obtain high resolution

Table 15.3 Cross-range displacements of homologous
points of the profiles

ECA (m) ITP (iter p ¼ 16) (m)

DA ¼ |A0�A| 6.67 6.88
DB ¼ |B0�B| 6.84 7.08
DC ¼ |C0�C| 7.03 6.97
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cross-range profiles of the observed targets has been illustrated; this could be a
valuable characteristic for many short-range surveillance applications as it may
open the doors to non-cooperative target recognition capabilities for the considered
sensors.

Leveraging the reported results and related discussions, we might draw some
considerations regarding possible strategies to be implemented in order to provide
the conceived sensors with advanced capabilities and improved performance.

The development of a large network of PR sensors is highly recommended and
appears to be a quite viable solution for the considered short-range applications. By
properly dislocating the Rxs within the area to be surveyed, the resulting system
gains the advantage of a high spatial diversity that can be fruitfully exploited to
improve the situational awareness. In fact, both the basic functions of target
detection, localization and tracking, and the advanced capability of forming images
of designated targets significantly benefit from the joint exploitation of different
observation geometries; moreover, these might include favourable bistatic geo-
metries with the potential of an increased and much more stable target RCS, such as
in the forward scattering mode.

Further enhanced capabilities can be expected if the conceived systems operate in
conjunction with other active/passive sensors. In such a network of heterogeneous
components, the PR sensors could successfully play their strategic role of gap-fillers.

Moreover, especially in short-range applications based on transmissions for
mobile communication and networking, a hybrid active and passive localization of
the targets can be foreseen by exploiting both self-reported positions and radar
measurements. Specifically, with such approach, PR can be viewed as an insepar-
able part of a more complex communication system thus embracing the current
trend toward shared spectrum access for radar and communications.
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EIRP equivalent isotropic radiated power

GEO geostationary earth orbits

GPS global positioning system

AIS automatic identification system

Tx transmitter

Rx receiver

SFN single frequency network

AF ambiguity function

ATC air traffic control

CA-CFAR cell-averaging constant false alarm rate

CAF cross-ambiguity function

CPI coherent processing interval

DAB digital audio broadcasting

DoA direction of arrival

DVB-T digital video broadcasting-terrestrial
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ECA extensive cancellation algorithm

EM electromagnetic

GSM system for mobile communications

LS least square

LTE long-term evolution

OFDM orthogonal frequency-division multiplexing

PR passive radar

RCS radar cross section

RPR residual peaks removal

S-ECA sliding extensive cancellation algorithm

SNR signal-to-noise ratio

UMTS universal mobile telecommunications system

WiFi wireless fidelity

WiMAX worldwide interoperability for microwave access
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Chapter 16

GNSS-based passive radar

Michail Antoniou1 and Mikhail Cherniakov1

Abstract

This chapter is an introduction to passive synthetic aperture radar (SAR) using
global navigation satellite systems (GNSS), as illuminators of opportunity. Such
systems include the global positioning system (GPS), the Russian GLONASS
system, or the forthcoming Galileo constellation. Apart from the traditional
benefits of a passive radar system, which include cost efficiency, license-free and
covert operation, GNSS-based systems have a number of relative merits com-
pared to passive systems based on terrestrial illuminating sources. One of its
most prominent features is the potential for persistent monitoring anywhere in
the world due to the global GNSS coverage. In addition, as GNSS guarantee a
number of satellites illuminating the same point on Earth from multiple aspect
angles simultaneously, this provides an opportunity to enhance radar information
space. This can be done either by comparing individual passive SAR images
obtained from multiple satellite perspectives, or combining them using
multistatic SAR techniques. On the other hand, the relatively low power flux
density near the Earth’s surface restricts the field of view of applications for such
a system to monitoring local areas.

At the same time, and partially due to its rather broad scope, this technology
has not yet reached the maturity of terrestrial-based systems. As such, the purpose
of this chapter is to present methods and results on the fundamental science
and technology behind GNSS-based SAR, as a stepping stone to realizing its
full potential. This includes an introduction to the system concept and its funda-
mental parameters (power budget/resolution), signal processing algorithms for
signal synchronization and image formation, as well as proof-of-concept results for
advanced techniques such as change detection, multi-perspective and multistatic
imaging.
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16.1 Introduction

For more than two decades, Global Navigation Satellite Systems (GNSS) such as
the Global Positioning System (GPS) have found an exciting new application other
than navigation: radar and remote sensing. In essence, GNSS are used as illumi-
nators of opportunity in passive radar systems. The receivers can record satellite
signal reflections from an observed area and process them in a number of ways to
gain different types of information regarding a scene.

One of the most mature GNSS-based remote-sensing technologies is the so-called
GNSS reflectometry [1]. This is a passive bistatic radar which has found a plethora of
applications, from ocean altimetry [2] to wind speed estimation [3], soil moisture
content retrieval [4] and sea ice characterization [5], among many others. The tech-
nology has reached a substantial maturity, with a GNSS reflectometer being included
as an experimental instrument onboard the UK-DMC satellite [6]. This topic is covered
in detail in a number of textbooks [7,8], so it will not be considered further here.

What will be considered instead is another emerging GNSS-based radar
system. This system is a passive synthetic aperture radar (SAR), using GNSS
signals of opportunity to provide radar images of terrain. The primary objective of
such a system is to detect and provide images of objects (man-made, such as
buildings or cars, or natural, such as trees, for example) at the background of land
or sea, rather than attempting to determine land or sea properties (even though this
may also be possible to some degree) as in the case of GNSS reflectometry
or indeed active SAR. It can therefore be seen as a complementary system to a
GNSS reflectometer in terms of its outputs; however, the system structure, signal
processing and range of applications are fundamentally different.

The motivation in using such a technology is that while a GNSS system cannot
outclass a dedicated SAR constellation in terms of image quality and sensitivity by
default, it possesses unique properties which make it attractive for radar and remote
sensing purposes. First of all, since GNSS have been designed for a persistent and
global coverage, they possess potential for permanent and continuous monitoring
anywhere in the world, including the poles. In addition, a fully operational GNSS
constellation guarantees that any point on Earth is illuminated by several satellites
(typically 6–8 for a single GNSS constellation) simultaneously from different
angles, each one of which emits a number of signals with different frequencies.
This property has a number of implications. First, satellites at the most appropriate
positions could be selected for forming the optimal bistatic topology to achieve
better spatial resolutions while minimizing shadowing effects. Second, multistatic/
multi-perspective and multi-frequency SAR techniques are possible, using all
satellites in the field of view of the system but with a single receiver, which may
substantially enhance image information space. At the same time, the system has
the same benefits of a passive system. That means that the receiver itself has an
architecture similar, if not identical, to that of a GNSS receiver used for navigation,
which enables a silent, low-cost operation with no additional contribution to elec-
tromagnetic pollution.
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This chapter provides an overview of the theory and practice of GNSS-based
SAR. It begins with a brief introduction to the generic monostatic, bistatic and
GNSS-based SAR concept in Section 16.2. Subsequently, Section 16.3 gives an
overview of GNSS systems as the transmit segment and their signal characteristics.
Sections 16.4 and 16.5 investigate the primary parameters of the GNSS-based SAR
system that is the power budget and spatial resolution, respectively. Section 16.6 is
an overview of the signal-processing algorithms required for GNSS-based SAR
image formation, followed by example experimental results and their discussion in
Section 16.7. Finally, Section 16.8 shows early results obtained so far in realizing
the broader vision of GNSS-based SAR, namely the detection of scene changes,
multi-perspective SAR and multistatic SAR techniques for spatial resolution
enhancement. As it can be understood research in these areas is far from final;
however, the results contained therein can be used as the stepping stone in the
ultimate realization of the full system potential.

16.2 Monostatic, bistatic and GNSS-based SAR

16.2.1 Monostatic SAR
Monostatic SAR is one of the major remote-sensing tools today. Only its major
principles are covered here to provide a basis for comparison with the GNSS-based
SAR concepts later on. For an in-depth analysis of monostatic SAR, there are a
number of excellent textbooks such as [9–11].

Systems employing synthetic apertures seek to overcome the constraints of
physical antenna arrays by moving a single antenna to different positions in an array,
radiating, collecting and storing echo signals in each position (Figure 16.1). In
principle, synthetic arrays may be one or two dimensional; one dimensional arrays
are commonly used, and these are usually (but not necessarily) approximately linear.

Synthetic array

Swath
width

Physical beam of array
element

Figure 16.1 Monostatic SAR concept
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Typically, an aircraft or spacecraft equipped with a terrain-mapping SAR
forms a synthetic array by flying along a linear trajectory while illuminating a
swath of the ground beneath it using a small antenna. In monostatic SAR, the same
antenna is normally used for signal transmission and echo reception. Very long
linear arrays can be formed and, if the array is sufficiently long, its effective length
when observing a target will depend on the beamwidth of the physical antenna
(array element) and the range of the target, the effective array length being the
lateral width of the physical beam at the range of interest.

As an imaging system, it is crucial to know the spatial resolution in the range and
azimuth dimensions for a SAR system, as they define the size of an image pixel.
‘Resolution’ is defined here as the minimum distance two targets should be separated
by in order to appear as two returns in the radar image. For a monostatic SAR, image
resolution in both range and azimuth is straightforward to calculate. In the slant range
direction, the resolution is defined by the transmitted signal bandwidth DF as:

drm ¼ c

2DF
(16.1)

where c is the speed of light. For the azimuth resolution, it can be shown [11] that it is
equal to half the lateral dimension D of the physical antenna used for SAR image
formation:

dam ¼ D

2
(16.2)

Equation (16.12) states that the shorter the physical antenna, the finer the azimuth
resolution. This is in contrast to conventional radar, where long (i.e. narrow-beam)
physical antennas are required to provide a sufficiently high angular resolution.
This is because a shorter antenna implies a wider beamwidth, therefore, a longer
target exposure within it and a longer synthetic, rather than physical, antenna
aperture length. For the same reason, the SAR azimuth resolution does not depend
on the distance between the sensor and a target.

16.2.2 Bistatic SAR
In contrast to monostatic SAR, in bistatic SAR (BSAR) the transmitter and receiver
are onboard different, spatially separated platforms. The only fundamental restric-
tion is for at least one of the platforms to be moving, so that at least one synthetic
aperture may be formed. This separation introduces an extra degree of freedom
with regard to the system topology, as well as additional complexity. Despite the
complexity, however, this spatial separation has opened new horizons to SAR
research. For example, in terms of scientific progress, a bistatic acquisition may
substantially increase the information space of monostatic SAR acquisitions by
considering different target scattering angles, among other things.

A number of different BSAR topologies have been proposed on the theoretical
level and/or demonstrated at the experimental level (Figure 16.2), such as: bistatic
airborne SAR [12], bistatic spaceborne SAR [13,14], or hybrid spaceborne/airborne

722 Novel radar techniques and applications – volume 1



BSAR [15–17]. In any of these cases, either the transmitter or the receiver could be
fixed on the ground.

From this plethora of possible topologies, we will focus on hybrid BSAR
(bottom of Figure 16.2). Even this special topology offers a number of system
configurations, since either the transmitter or the receiver can be onboard an air-
craft, a ground-moving vehicle or even fixed on the ground, with the only
assumption that one of the two platforms is spaceborne. The spaceborne segment
can be a radar satellite or even a transmitter of opportunity. The most typical
situation uses radar satellites as the illumination sources.

Perhaps the first record of a hybrid BSAR experiment with a dedicated radar
satellite goes back to 1998 [18]. Since then, substantial research has been conducted on
this topic by a number of organizations on the theoretical and experimental levels, with
[19–22] as some of the notable examples. Figure 16.3 [23] shows an example image
obtained by the spaceborne/stationary bistatic topology using the TerraSAR-X radar
satellite as the transmitter. It is a detail of the image showing a factory 700 m away from
the position of the stationary receiver (Figure 16.3(a)), with the monostatic image in
slant range geometry shown in Figure 16.3(b) and an optical view of the scene in
Figure 16.3(c) for comparison. Results such as these confirm the fundamental feasi-
bility of hybrid BSAR as well as the motivation for conducting BSAR research in
general, since by simple observation, there is a substantial difference between the
monostatic and BSAR images of the same scene.

However, despite using dedicated radar satellites in a hybrid SAR configuration
is feasible and of great scientific interest, it does suffer from a number of limitations.
Perhaps unsurprisingly, these restrictions are similar to those of spaceborne SAR
in general. The major limitation is that current commercial SAR cannot provide

Transmitter

Transmitter

Receiver

Receiver

Transmitter

Transmitter

Target

TargetTarget

Receiver

Receiver

Target

Figure 16.2 Example BSAR topologies
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persistent area monitoring. This is limited by the small amount of satellites in any
given SAR constellation and their re-visit cycles, which can vary from 10 days to
more than a month.

16.2.3 GNSS-based SAR
One hybrid BSAR variant uses GNSS, rather than radar satellites, as transmitters
of opportunity (Figure 16.4). Any GNSS can be used, including the GPS (US),
the Global Navigation Satellite System (GLONASS, RU), BeiDou (China) and the
Galileo (EU) constellations. The receiver can be stationary or mounted on a surface
vehicle or an aircraft and comprises two separate channels. The first channel records
the direct satellite signal(s) for signal synchronization purposes, a necessary process
in any coherent bistatic radar (more on this in Section 16.6.1). Usually, this channel
is equipped with a low-gain antenna to avoid antenna pointing errors and to maximize
the number of satellites that can be used. This channel will be referred to as the
heterodyne channel (HC) hereafter. The second channel has a high-gain antenna
pointed towards the observation area to record satellite signal reflections for image
formation. This channel will hereafter be called the radar channel (RC). In the case of
an airborne receiver, the synthetic aperture is essentially formed by the aircraft
motion only, since the Doppler contribution due to the spacecraft motion over the
dwell time on target is insignificant. In the case of a stationary receiver, the synthetic
aperture is formed solely from the GNSS motion and, therefore, longer data acqui-
sitions are required to bring azimuth resolution to acceptable levels (Section 16.4).

Apart from its unique advantages, mentioned at the Introduction, this system
also has its unique challenges. Since GNSS were not originally intended for remote
sensing, their power density near the Earth’s surface is substantially low. For this
reason, long dwell times on target are needed to increase signal-to-noise ratio
(SNR) via coherent integration (Section 16.4); however, even in that case, the
system is more suited to local area monitoring. In terms of signal processing, signal
synchronization differs to that of traditional passive radar. Furthermore, the
asymmetric structure of the system restricts the types of image formation algo-
rithms that can be used.

(a) (b) (c)

Figure 16.3 Bistatic vs monostatic SAR images with hybrid SAR: (a) bistatic
result (ground range geometry), (b) monostatic image (slant
range geometry), (c) orthophoto. (b) � DLR TerraSAR-X ground
segment, (c) � LVermA NRW (GEObasis.nrw) [23]
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16.3 GNSS overview

Out of the four possible GNSS options, two are currently in full operation; these
are GPS and GLONASS. The other two, Galileo and Beidou, are still on the
deployment stage and scheduled to reach their full operational capacity in 2019 and
2020, respectively. For all GNSS, the major system characteristics are published in
detail under their respective interface control documents (ICDs), available online
[24–27]. In this chapter, the fundamental parameters of GNSS systems for radar
operation will be described and compared for the sake of the following analysis.

16.3.1 GNSS signals
Navigation satellites continuously transmit navigation signals in two or more
frequency bands within L-band. From the radar user’s perspective, these signals
contain ranging codes which can be used for remote sensing, as well as navigation
codes which can additionally be used for positioning. Figure 16.5 shows the
available GNSS frequency bands. An overview of some of the most popular GNSS
signals and their generic structure is provided below.

GPS has two dedicated frequency bands, L1 (1,575.42 MHz) and L2 (1,227.60
MHz), with a new frequency band, L5 (1,176.45 MHz). Within these two bands,
GPS satellites transmit two ranging codes: the coarse acquisition (C/A) and/or the
precision (P) code. Both the C/A- and the P-codes are gold codes. Satellite codes
are uniquely identified by a code division multiple access (CDMA) protocol,
meaning that different satellites transmit different codes, whose generation
methods are listed in the GPS ICD [26]. The C/A-code on L1 is also referred to as
the ‘legacy’ signal and is broadcast by all satellites. This code is transmitted using
binary phase-shift keying (BPSK), as shown in Figure 16.6.

Similarly, some of the more popular GLONASS bands are shown as G1 and
G2 in Figure 16.5. Their nominal frequencies are 1,602 MHz and 1,246 MHz,
respectively. Like GPS, both C/A- and/or P-codes are transmitted in these bands,

GNSS transmitter
(e.g. GPS, GLONASS, Beidou, Galileo)

Target

Direct
 singal

Reflected singal
Receiver

GNSS transmitter
(e.g. GPS, GLONASS, Beidou, Galileo)

Target

Direct 
singal

Reflected singal
Receiver

(a) (b)

Figure 16.4 GNSS-based SAR with (a) airborne, (b) fixed receiver
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with a signal structure almost identical to that shown in Figure 16.6. Also similar to
GPS, GLONASS-ranging codes are pseudo-random sequences. Unlike GPS, dif-
ferent satellites are uniquely identified by transmitting at a carrier frequency that is
slightly offset from the nominal G1 and G2 values, i.e. GLONASS operates on a
frequency division multiple access protocol. The frequency for each satellite at the
G1 and G2 bands is given by [24]

fK1 ¼ f01 þ KDf1

fK2 ¼ f02 þ KDf2
(16.3)

where K is a frequency index, f01 and f02 are the G1 and G2 nominal frequencies,
and Df1, Df2 are the frequency spacings for the G1 and G2 bands, equal to 562.5 kHz
and 437.5 kHz, respectively. A new frequency band, G3, has been proposed and is
planned as part of the new GLONASS satellites from 2018.

Even though Galileo is not yet fully developed, perhaps one of its most inter-
esting frequency bands is the E5 band. That is due to its alternative binary offset
carrier type of modulation [27], that substantially differs from the general GPS or
GLONASS signal structure. The E5 band consists of two sub-bands, namely
E5a and E5b, centred 15 MHz to the sides of the E5 carrier of 1,191.795 MHz
(Figures 16.7 and 16.8). However, the two sub-carriers for E5a and E5b are actually

E5a E5b
B5b

GPS bands (G) GLONASS bands (L) GALILEO bands (E) BDS bands (B)

L5

1,
16

4 
M

H
z

1,
18

9 
M

H
z

1,
21

4 
M

H
z

1,
21

5 
M

H
z

1,
23

7 
M

H
z

1,
23

9.
6 

M
H

z

1,
25

4 
M

H
z

1,
26

0 
M

H
z

1,
30

0 
M

H
z

1,
56

3 
M

H
z

1,
58

7 
M

H
z

1,
59

1 
M

H
z

1,
59

3 
M

H
z

1,
61

0 
M

H
z

1,
55

9 
M

H
z

1,
17

6.
45

 M
H

z

1,
20

7.
14

0 
M

H
z

1,
26

8.
52

 M
H

z
1,

27
8.

75
 M

H
z

1,
56

1.
09

8 
M

H
z

1,
57

5.
42

 M
H

z

L2 G2G3 B6 B2 L1 G1

E6 E1

Figure 16.5 GNSS navigation frequency bands

L1 carrier: 1,575.42 MHz

C/A-code

Navigation message

Modulo-2 addition

Transmitted signal
×

+

Figure 16.6 GPS legacy signal structure

726 Novel radar techniques and applications – volume 1



generated as digital bit streams digitally. Furthermore, in each sub-band, there are
two primary codes based on a CDMA protocol which are transmitted in phase
quadrature (E5a-I/Q, E5b-I/Q), and with each primary code comes a
secondary code. The E5 signal structure is shown in Figure 16.8.
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In choosing appropriate GNSS signals for passive radar applications, the
ranging signal bandwidths and their time durations are of significant importance, as
well as their complexity. That is because signal time delay is with respect to the
start of the code, and the ranging signal bandwidth is directly related to range
resolution as shown in (16.1). Table 16.1 shows the major characteristics for
the signals described above.

From the table, the GPS P-code is already inappropriate due to its duration of
7 days. Its C/A-code is of a sufficiently short duration, but from (16.1), its band-
width yields a range resolution of approximately 147 m, that is too coarse for
imaging purposes. That rules out the use of GPS for passive SAR for the moment;
however, the introduction of the L5 band, fully overlapping with Galileo’s E5a
band, shows potential. With regard to GLONASS, the P-code is usable, and its
details having been published in [28]. This is the signal that has been used so far for
GNSS-based SAR. The most promising signals in this group are the Q-components
of the Galileo E5. Not only their durations and bandwidths (14.7 m resolution) are
acceptable but also they lack navigation message data which makes their signal
processing less complex. What is more, it has been shown in a number of pub-
lications [29,30] that the full E5 signal bandwidth can be used for image formation,
which drastically improves image resolution but at the expense of SNR loss.

16.3.2 GNSS signal power
In order to derive the GNSS-based SAR power budget, the power flux density of
the satellites near the Earth’s surface is required. The power flux density over a
1 m2 surface area, and over the entire signal bandwidth, may be calculated via

r ¼ EIRP

4pR2
T

(16.4)

where EIRP is the effective isotropic radiated power of the satellite, and RT is the
range from the satellite to the surface. Note that GNSS are designed to have an
almost constant power flux density over their overall beam coverage. What is also
often quoted in the GNSS community is the guaranteed minimum power levels near

Table 16.1 GNSS major signal characteristics

Signal Time
duration

Bandwidth
(MHz)

Navigation
message/data rate

GPS C/A-code (L1/L2) 1 ms 1.023 Yes/50 bits/s
GPS P-code (L1/L2) 7 days 10.23 Yes/50 bits/s
GLONASS C/A-code (G1/G2) 1 ms 0.511 Yes/50 bits/s
GLONASS P-code (G1/G2) 1 s 5.11 Yes/50 bits/s
Galileo E5a-I 1 ms 10.23 Yes/50 symbols/s
Galileo E5b-I 1 ms 10.23 Yes/250 symbols/s
Galileo E5a-Q/E5b-Q 1 ms 10.23 No
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the Earth. They are given as signal power levels at the output of a linear or circu-
larly polarized low-gain antenna, including some atmospheric attenuation and
assuming the satellite is at least 5� over the horizon. The power flux density and the
minimum power levels (obtained from [24,26,27]) are listed in Table 16.2. Power
flux density is calculated via (16.4), taking RT as the satellite orbital altitude for
simplicity (RT in general varies with the relative position between the satellite and
the surface). GPS, GLONASS and Galileo systems generate more or less same
power flux density, with Galileo having 4 dB higher.

16.4 GNSS-based SAR power budget

The receiver records two signals via two separate channels, heterodyne and radar
(HC, RC). The HC records the direct satellite–receiver signal for signal synchro-
nization, while the RC records satellite signal reflections from an observation area
for imaging.

The power received at the output of the HC antenna is given by [31]:

PHC ¼ rAeH (16.5)

where AeH is the effective area of the HC antenna. For a low-gain antenna of 6 dB,
that is typical for GNSS antennas used for navigation, AeH is approximately
0.013 m2 at the GNSS frequency bands, and using values for r from Table 16.2,
the received power for Galileo signals is approximately 3.265�10�15 W.

The signal is received at the background of receiver noise, whose power is

PN ¼ kTsDF (16.6)

where k is Boltzmann’s constant, and Ts is the operating temperature, in Kelvins.
The SNR prior to any signal processing is the ratio of the received power to the
noise power, hence

SNR ¼ PHC

PN
(16.7)

Assuming the receiver operates at room temperature (290 K), and the system
bandwidth is equal to that of the Galileo E5a band, the SNR at the receiver output is
approximately equal to �11 dB, i.e. the direct signal is buried under the noise and
therefore cannot be used for signal synchronization purposes. However, using a

Table 16.2 GNSS power flux densities and minimum received power levels [31]

Transmitter Power
output (W)

EIRP
(dBW)

Orbit
altitude (km)

Power density
(dBW/m2)

Minimum power
level (dBW)

Galileo E5a/b 50 32 23,222 �126 �157
GPS L1 50 30 20,180 �127 �158
GLONASS L1 50 28 19,130 �128 �161
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matched filter, the SNR can be substantially improved. For a phase-coded wave-
form such as a GNSS signal, it can be shown that the SNR at the matched filter
output is equal to:

SNRMF ¼ SNR � Tp � DF (16.8)

where Tp is the ranging code duration. For Galileo, E5a/E5b Tp ¼ 1 ms and
DF ¼ 10.23 MHz, giving a SNR improvement of about 40 dB. This is why signal
synchronization is based on matched filtering techniques.

For the RC, calculations are more complex. Following the analysis in [32] and
assuming free space propagation losses, the SNR at the output of the SAR image
formation processor may be written as:

SNRRC ¼ r� sAeR

4pR2
R

� TpDF � TDPRF � 1
kTsDF

(16.9)

where s is the bistatic radar cross-section (RCS), AeR is the effective area of the RC
antenna, RR is the receiver–target range, TD is the dwell time on target, and PRF is
the pulse repetition frequency along the synthetic aperture.

The first factor in (16.9) is the power flux density near the Earth, which can be
taken as a constant for a given observation area. The third factor is the signal
processing gain due to matched filtering in range, which is identical to the matched
filter operation described in (16.8). The fourth factor is the signal processing gain
obtained after azimuth signal processing. Note the product of the total dwell time
on target with the PRF equals the amount of pulses, N, transmitted over the full
aperture. This is assuming the target RCS remains constant over the dwell time
and of course that the target scatters coherently over the dwell. Hence, azimuth
processing is the equivalent of coherent summation of all transmitted pulses
(see Section 16.6.2).

Equation (16.9) can be somewhat simplified by assuming the receiver bandwidth
(used for receiver noise calculations) is equal to the ranging signal bandwidth.
Moreover, the total pulse duration is usually taken as the pulse repetition interval
(PRI) in this case, so Tp � PRF ¼ 1. Therefore, (16.9) takes its final form as:

SNRRC ¼ r� sAeR

4pR2
R

� 1
kTs

� TD (16.10)

Equation (16.10) indicates that the SNR for GNSS-based SAR may be substantially
increased by increasing the dwell time on target. The same expression is valid for
both the airborne and fixed receiver configurations. The only difference lies in the
practicalities of these two options. For a fixed receiver setup, the dwell time on
target may be from the order of minutes to hours, since GNSS are visible above an
area for such intervals, while the receiver is constantly pointed at the area of
interest. Typically, integration of several minutes (five or more) is sufficient to
obtain a sufficient SNR and azimuth resolution. This integration time is more
similar to that of a Geosynchronous SAR [33] where the integration time can be up
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to hours, rather than a spaceborne SAR in low earth orbit (LEO), where dwell times
on target may be fractions of a second. Table 16.3 shows the SNR obtained for a
fixed receiver, for different target RCSs and at different distances. Table entries
have been calculated using (16.10), using a receive antenna gain of 15 dB and
additionally assuming 3 dB system losses and a receiver noise figure of 1.5 dB. The
transmitter is assumed to be Galileo; however, similar values can be found for GPS
and GLONASS simply by subtracting their difference in power flux density, listed
in Table 16.2.

Setting a SNR of 12 dB as the target detection threshold shows that GNSS-
based SAR operational ranges are in the order of a few kilometres. That is the
reason why GNSS-based SAR is more attractive for the persistent monitoring of
local areas.

For a fixed receiver, the power budget is more favourable since the dwell time
on target can be substantial. For an airborne receiver, dwell time on target and
hence power budget are restricted by the RC antenna beamwidths and the aircraft
speed. To illustrate this, (16.10) may be slightly re-arranged by re-writing TD as:

TD ¼ 2RRtan q=2ð Þ
Va

(16.11)

where Va is the aircraft speed, and q is the RC antenna beamwidth, equal to l=D
where D is the along-track physical dimension of the RC antenna. Combining
(16.10) and (16.11), with D ¼ 1 m and Va ¼ 100 m/s, that may be towards the speed
upper limit for a practical detection range, Table 16.4 shows example SNRs for the
airborne receiver case.

The analysis introduced above does not include ways of further power budget
improvement. SNR can be improved essentially by using non-coherent integration
of signals from more than one transmitting channel and/or more than one satellite.

Table 16.3 Example SNRs for fixed receiver

RCS (m2) 10 10 50 250 250
Distance receiver–target (km) 3 5 5 10 15
Dwell time on target (s) 300 1,000 300 1,000 1,000
Signal-to-noise (power ratio-dB) 17 18 20 26 22.5

Table 16.4 Example SNRs for airborne receiver

RCS (m2) 10 50 50 100 100 250
Distance receiver–target (km) 1 1 2 2 4 5
Dwell time on target (s) 9.6 9.6 19 19 38 47.6
Signal-to-noise (power ratio-dB) 12 19 16 19 16 19
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16.5 Spatial resolution

The definition of bistatic target resolution is identical to that of monostatic target
case: the degree to which two or more targets may be separated in one or more
dimensions, such as angle, range, velocity (or Doppler), etc. However, unlike
monostatic SAR (1) and (2), resolution in BSAR depends on the bistatic data
collection geometry. This issue should be taken into special consideration for
GNSS-based SAR, due to its asymmetric topology (a spaceborne transmitter with a
receiver near the Earth’s surface) and additionally due to the fact that special data
acquisition geometries that often simplify matters are difficult, if possible at all, to
implement in practice.

A general method for BSAR resolution analysis was proposed in [34], by
means of the generalized ambiguity function (GAF) approach [35], that is directly
applicable to GNSS-based SAR.

Figure 16.9 shows the general BSAR geometry used in the following
analysis. L denotes the baseline between the transmitter and the receiver.
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�!;AT are the transmitter’s velocity, angular speed and coverage with

respect to the target, and VR
�!

; wR
�!;AR are the corresponding receiver parameters.
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are unit vectors in the transmitter-target and receiver-target directions,
respectively.

To obtain the resolution performance, we can refer to the point spread
function (PSF) or GAF [35]. The PSF describes the 2-D auto-correlation function
of one point target and can be decomposed into the range and azimuth correlation
functions, while the GAF is the 2-D correlation function in the delay-Doppler
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Figure 16.9 Bistatic SAR geometry
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domain. Therefore, the PSF and the GAF are representations of the same para-
meter but in different domains, and one can be transformed to the other via the
appropriate domain transformation. The 3 dB widths of GAF in range and
azimuth dimensions are respectively the range resolution and azimuth resolution.
Considering a ground-based stationary receiver collecting the signals emitted
from a GNSS transmitter and reflected by one stationary point target, the two-
dimensional bistatic resolution cell of such a system can be derived from
the GAF. In the hypothesis of narrowband signal and narrow synthetic aperture,
the GAF, X A;Bð Þ, is given by the product of two normalized functions, p �ð Þ and
mA �ð Þ. The former is the matched filter output of the ranging signal, and the latter
is the inverse transform of the normalized received signal magnitude pattern. The
derivation is lengthy and will not be shown here, but may be found in detail
in [35]. The final result can be found as:

X A;Bð Þj j � p
2 cos b=2ð ÞQT rð Þ

c

� �
� mA

2wEXT rð Þ
l

� �
(16.12)

where A is the vector position of the desired point reflector to be evaluated, vector
B is an arbitrary position of another reflector in the vicinity of A and r ¼ B � A; b is
the bistatic angle and Q is a unit vector in the direction of its bisector;

wE ¼ wT
�! þ wR

�!�� ��
2

and X are called the equivalent angular speed and motion direc-

tion, since a monostatic SAR moving in the direction X with angular speed wE would
exhibit similar Doppler-based resolution characteristics, c is the speed of light, and
l is the radar wavelength. The superscript ‘T’ denotes matrix transpose.

The theoretical form of the PSF in (16.12) has been confirmed using experi-
mental data [36]. Figure 16.10 shows the comparison of an experimental PSF,
obtained using a point-like target with GLONASS emissions, and the expected PSF
from (16.12) for the same bistatic geometry. The colourscale is in dB, with 0 dB
representing the highest intensity point in the PSF. The two results are nearly
identical, so (16.12) can now be analysed on the theoretical level for brevity but
without loss of generality. It should also be stated that (16.12) holds for any BSAR
system and is not restricted to GNSS-based SAR.

In GNSS-based SAR, since the transmitted signals are bit sequences, p �ð Þ is
a triangular function. On the other hand, due to the azimuth compression of
the received signal, mA �ð Þ is a sinc �ð Þ function, hence the shape of the PSF in
Figure 16.10. For a better visualization, Figure 16.11 shows an example PSF
computed using (16.12) and assuming Galileo transmissions, along with its range
and azimuth cross-sections. The first thing to note is that the sidelobe directions
are not orthogonal, which is unlike the monostatic SAR case. This is because the
resolution directions Q and X are not orthogonal but depend on the bistatic
acquisition geometry. This means that depending on the data collection geo-
metry, the orientation, as well as the size, of the resolution cell will change.
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By defining resolution as the �3 dB widths of the PSF (16.12) in the range and
azimuth directions, the bistatic range and azimuth resolutions, dr and da, are along
the directions of Q and X and can be found as [35]:

dr ¼ c

2DF cos b=2ð Þ
da ¼ l

2TDwE

(16.13)
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Figure 16.10 (a) Theoretical and (b) experimental PSF for GNSS-based SAR.
� [2013] IEEE. Reprinted, with permission, from [36]
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Comparing dr with its monostatic equivalent (16.1), it can be seen that the bistatic
range resolution is degraded by a factor of cos b=2ð Þ. The worst case scenario is
when b ¼ 180�, which corresponds to a forward-scatter geometry where there is no
range resolution (dr ¼ 1). The best case scenario is the quasi-monostatic con-
figuration, where the transmitter and receiver are directly behind each other so
b ¼ 0�. In this case, the bistatic resolution is equal to the monostatic one, similar to
the general case of bistatic radar [37].

For the azimuth resolution, TDwE is similar to the length of the aperture along
the direction of the BSAR equivalent motion. If an airborne receiver is used, the
angular speed of the transmitter relevant to a target is negligible (since the satellite
is at a distance of tens of thousands of kilometres from it) compared to that of
the receiver. In that case, the azimuth resolution is mainly defined by the receiver
motion and can be written as:

da ¼ lRR

VRTD
(16.14)

On the other hand, if the receiver is fixed, azimuth resolution is only defined by the
motion of the satellite and can be calculated as:

da ¼ lRT

VT TD
(16.15a)
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Therefore, to obtain a sufficiently high azimuth resolution in this mode, a long TD is
desirable. As an example, for GNSS, RT is around 20,000 km (Table 16.2) and VT ,
the orbital speed, is around 7 km/s. For a GNSS wavelength of the order of 20 cm, a
dwell time of 300 s (5 min) yields an azimuth resolution of approximately 2 m. For
a dwell time on target of 0.5 s, which is typical for a monostatic spaceborne SAR
in low Earth orbit, the azimuth resolution would be nearly 1.15 km. So, long dwell
times on target for GNSS-based SAR serve a dual purpose – to maximize both SNR
and azimuth resolution – and for acceptable resolutions in azimuth, dwell times in
the order of several minutes are required.

However, it can be shown that very long dwell times on target can also
somewhat increase range resolution [38]. The main idea is that over the dwell
time the trajectory of the satellite can no longer be approximated as a straight
line. In terms of imaging and the PSF, this means that range and azimuth are no
longer independent entities but rather they are coupled, and therefore an increase
in the total dwell time/aperture length results in both an azimuth and range
resolution increase. In order to quantify this, the extended GAF to (16.12) was
derived as:

Xg A;Bð Þ�� �� ¼ ð
p

fdc

fc
� u

� �
mA uð Þexp j2pfdcu þ jpfdru

2
� �

du

����
���� (16.15b)

where u ¼ u � uc is the slow-time vector u minus the time uc corresponding to the
midpoint of the synthetic aperture, fc is the carrier frequency and fdc, fdr are the
Doppler centroid and Doppler rate, respectively.

Based on the extended GAF, the range and azimuth resolution improvements
vs the dwell (integration) time on target could be computed, and also cross-
checked with experimental results from a GLONASS resolution measurement. The
same results could be compared by those expected from (16.12), as shown in
Figure 16.12.
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Figure 16.12 (a) Range and (b) azimuth resolution improvements for long
dwell times on target. � [2013] IEEE. Reprinted, with
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The figure shows that for shorter integration times, the extended GAF (16.15)
and the standard GAF (16.12) nearly coincide, as expected. However, as the inte-
gration time increases, the range resolution becomes finer.

Of course, this is but one of the ways to improve range resolution, but there are
other techniques employing different principles, and they will be briefly considered
in Section 16.7.

16.6 GNSS-based SAR signal processing

16.6.1 Signal synchronization
GNSS-based SAR requires two fundamental types of signal processing – signal
synchronization and SAR image formation [39]. Signal synchronization is necessary
for any bistatic radar, since the transmitter and receiver are spatially separated,
and hence they have different clocks and local oscillators. The purpose of signal
synchronization is then to maintain the signal coherence needed for image formation
[40,41].

Traditionally, bistatic radar systems have two receiving channels, the HC and
the RC, mentioned in Section 16.2.3, with the HC pointed towards the transmitter
and the RC towards the observation area, and both channels have common clocks
and local oscillators so any receiver errors such as clock slippage and local oscil-
lator drift are common to them. If the SNR in the HC is sufficiently high, the direct
signal in the HC may be directly used as the reference signal for matched filtering
with the signal in the RC. At the output of this operation, common errors in the two
channels are differentially compensated for, and the output of the matched filter is
equivalent to the correlation function of the received signal in the range direction.

The above technique is fundamentally possible for high-power illuminators of
opportunity such as DVB-T (although even in that case some signal conditioning to
suppress signal artefacts such as pilot carriers is needed) or DAB [16]. However,
this is not the case for GNSS where the satellites’ power density near the Earth’s
surface is very low, and the SNR in the HC is approximately �11 dB in the ideal
case, as calculated in Section 16.4.

For this purpose, signal synchronization in GNSS-based SAR is essentially a
tracking algorithm based on matched filtering. The first step is to track the direct
signal parameters in the HC, i.e. the delay, Doppler, initial phase and navigation
message (if any). Subsequently, a replica of the direct signal is reconstructed
locally with the tracked parameters, so it is noise-free. This replica is then used for
matched filtering with the RC signal to obtain the range-compressed output signal.

It is important to note at this stage that the tracking process mentioned above is
no different to the signal processing performed in GNSS for navigation purposes.
Therefore, for signal synchronization in GNSS-based SAR, any GNSS signal
tracking option can be adopted, whether it is implemented in hardware (e.g. with
delay-/phased-locked loops ) or software. For the software-based approach, there
are a number of algorithms that can be implemented and described in detail in
a number of sources [42–44]. The algorithm selected here is one of the more
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well-known algorithms called the Block Adjustment of Synchronizing Signal
(BASS). Its high-level block diagram is shown in Figure 16.13.

As it was shown in Section 16.3.1, different GNSS transmit different signals.
However, the generic structure of a GNSS signal is the same and, therefore, the
BASS algorithm can be realized for any GNSS. A GNSS signal typically contains
two ranging codes modulating a navigation message (if any). Of the two ranging
codes, one is a wide bandwidth code desirable for SAR imaging, while the band-
width of the other is substantially narrower. For simplicity, the former code will be
called the ‘primary’ code, while the other will be called the ‘secondary code’. For
example, for GLONASS, the primary code would be the P-code, and the secondary
code would be the C/A-code. The secondary code and any navigation message
could then be viewed as interfering with the primary code and need to be removed
to identify the primary code parameters. That is why the first step in the algorithm
(top row in Figure 16.13) is to track the secondary, rather than the primary code.

In addition, a single receiving HC antenna will receive direct signals from all
the satellites in its field of view, when for BSAR only a single satellite is of interest.
However, interference from neighbouring satellites is not problematic, since
they normally transmit signals which are orthogonal in terms of their codes or
frequencies, and can be neglected.

The signal Y tð Þ transmitted by a GNSS satellite may be generally written as:

Y tð Þ ¼ P tð ÞMP tð Þcos wct þ jð Þ þ D tð ÞMD tð Þsin wct þ jð Þ; (16.16)

where t is time, P tð Þ and D tð Þ are the primary and secondary GNSS ranging codes,
respectively, MP tð Þ and MD tð Þ are the associated navigation messages, wc is the
signal carrier frequency and j is the initial signal phase. After quadrature demo-
dulation, the received signal can be written as:

s tn; uð Þ ¼ P tn � tdP uð Þ½ �MP tn � tdP uð Þ½ �exp j wd uð Þtn þ jdP uð Þð Þ½ �
þ j � D tn � tdD uð Þ½ �MD tn � tdD uð Þ½ �exp j wd uð Þtn þ jdD uð Þð Þ½ � (16.17)

where tn� 0; PRI½ � denotes fast-time and PRI is the pulse repetition interval,
u� �TD=2; TD=2½ � is slow-time, and tdP;D uð Þ, wd uð Þ and jdP;D uð Þ are the instanta-
neous direct signal time delay, Doppler and initial phase associated with each code,

Received direct signal
(HC) Delay/coarse frequency

tracking
(secondary code)

Medium frequency
tracking

(secondary code)

Fine frequency tracking
(secondary code)

Direct signal
tracked parametersNavigation message

extraction
(if necessary)

Delay tracking
(primary code )

Phase tracking
(primary code)

Figure 16.13 BASS algorithm for GNSS-based SAR synchronization [39]
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respectively, all of which are varying with slow-time. Note that the primary and
secondary codes are different in structure and length (i.e. also nearly orthogonal) and,
therefore, their time delays and phases are different by a constant value. However,
their Doppler frequencies, defined as the derivative of their phases, are equal.

The first stage in the algorithm combines the delay tdD uð Þ and coarse Doppler
frequency tracking of the secondary code. These parameters are provided at every
PRI, which is equal to the GNSS code duration and is usually 1 ms (Table 16.1).
This step is a 2-D search algorithm in delay and Doppler, and comprises a bank of
matched filters. The envelope of each filter is a locally generated replica of D tð Þ
for the required satellite, modulated with a different, test Doppler frequency wdi

(Figure 16.14).
This signal is used as the reference for matched filtering with the HC signal.

For efficiency, matched filtering can be performed in the frequency domain via fast
Fourier transforms (FFTs). A peak search on the outputs of the 2-D bank of filters
indicates the signal time delay/and Doppler (Figure 16.15). The Doppler search
window is from �20 to 20 kHz, which corresponds to the maximum Doppler
expected from a GNSS satellite [42]. The separation between the Doppler filters is
equal to the PRF (1 kHz); hence, the signal Doppler frequency detected at this stage
is called the ‘coarse’ frequency.

The next step is to detect the Doppler frequency with a higher accuracy in what
is called a ‘medium’ frequency tracking. To do this, 5 ms of data (five PRIs) are
taken together, assuming the delay and Doppler variation within them is negligible.
The secondary code is removed from them using the delay found in the previous
step, so that at the output of this step all that remains is a continuous wave signal
(Figure 16.16). A discrete Fourier transform then calculates the medium frequency,
which is the Doppler frequency with a resolution of 200 Hz (1/5 ms).

Finally, the fine frequency of the signal may be obtained by compensating the
time delay, secondary code and medium frequency from the 5 ms data block and
computing the difference in phase between consecutive 1 ms blocks.

Based on all the tracked parameters of the secondary code, its corresponding
component can be removed from the received signal (16.17). In addition, at the
output of the fine frequency tracking, the direct signal Doppler has been estimated.
Note that the navigation message MD tð Þ has not been tracked; however, it can be
viewed as a random signal with low cross-correlation values with the primary code

D(t)

Doppler frequency
exp(jwdit)

FFT

FFT

IFFT Peak
search

HC signal

Figure 16.14 Delay/coarse frequency tracking block diagram [39]
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and therefore can be neglected. With this observation, the second term in (16.17) is
compensated, and the remaining received signal may be written as:

s tn; uð Þ ¼ P tn � tdP uð Þ½ �MP tn � tdP uð Þ½ �exp j wd uð Þtn þ jdP uð Þð Þ½ � (16.18)

In order to track tdP uð Þ, matched filtering is used. The reference signal is the
envelope of P tð Þ, shifted in Doppler by wd uð Þ which was estimated in the previous
step. Finally, the phase and the navigation message (if one exists) can be extracted
after the time-delayed and Doppler-shifted primary code have been stripped from
(16.18), as shown in Figure 16.17. The navigation message is a BPSK signal and
can be regarded as a phase transition of �p on jdP uð Þ. Therefore, using a phase
transition detector, both the navigation message and the phase can be extracted.

Input signal

PRN code

Output signal

Figure 16.16 Stripping the secondary code for medium frequency tracking [39]
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At the output of the signal synchronization algorithm, the direct signal time
delay tdP uð Þ, Doppler wd uð Þ, phase jdP uð Þ and navigation message MP tð Þ have
been estimated. In the following section, the derived algorithm is confirmed using
various experimental data.

Figures 16.18 and 16.19 show some example synchronization outputs from
GNSS-based SAR data with fixed and airborne receivers, respectively. The fixed
receiver case used GLONASS emissions while in the airborne receiver Galileo was
used. Each figure shows the direct signal delay, Doppler, phase spectrum and
navigation message. The navigation message sequence at this step may even be

Phase/
Nav. message

Phase transition
detector

LPF

Tracked Doppler
exp[–jwd(u)tn]

Delayed code
P[tn–tdP(u)]

S(tn, u)

Figure 16.17 Primary code phase/navigation message extraction [39]
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decoded to enable platform positioning for navigation purposes. The direct signal
delay plots are normalized, with the signal delay at the first 1 ms block of data
serving as the reference.

The tracked phase spectrum was generated by taking the complex exponential
of the tracked phase, followed by an FFT. Effectively, this is the azimuth spectrum
of the direct signal. The obtained results shows a near-perfect chirp signal spec-
trum, which is as expected from the instantaneous phase history of the satellite.
Note that the tracked outputs contain the true time delay and Doppler variation, as
well as receiver artefacts such as clock slippage, local oscillator drift as well as
atmospheric effects on the direct signal.

Figure 16.19 shows the tracked direct signal parameters obtained using a Galileo
transmitter (E5b-Q signal) and an airborne receiver during flight. As shown in
Table 16.1, the E5bQ signal does not contain a navigation message; hence, the
corresponding step in the synchronization algorithm is not applicable. The irregu-
larity in the direct signal Doppler is due to aircraft trajectory deviations during flight.

A number of conclusions can be derived from the experimental results. First, the
proposed algorithm can operate irrespective of the selected GNSS transmitter, and
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irrespective of the topology, even in a dynamic environment where the airplane
trajectory deviations affect the direct signal parameters. In terms of the performance,
all tracked outputs are obtained with sufficiently high SNR. In the fixed receiver case,
the tracked Doppler curve is linear, implying a stable signal Doppler history that
resembles a chirp signal. In the moving receiver case, effects of trajectory deviations
are visible, an issue which should be dealt with at the image formation stage.

These tracked parameters can be used to create the reference signal required for
range compression in SAR image formation, as will be shown in the next section.

16.6.2 Image formation
Following signal synchronization, an image formation algorithm is required to
generate imagery of an interrogated scene. In general, BSAR image formation
algorithms differ from monostatic ones, which is largely due to the more complex
data collection geometries. For that reason, substantial research on this topic has
been carried out. Extensions of frequency-based monostatic SAR algorithms to
the bistatic case, such as Chirp Scaling [45], Range-Doppler [46], Omega-K/
Range-migration and their variants [47–49], and even polar format [50], have
been suggested in the literature, and some of them have been experimentally
confirmed.

In order to apply a frequency-based algorithm in BSAR, certain assumptions
have to be made, so the majority of such algorithms operate on specific BSAR
geometries only, where there is some level of control on the platform trajectories
relevant to a target scene. Such approaches are difficult, if possible at all, to apply
in GNSS-based SAR for a number of reasons. The first reason is that GNSS are
satellite constellations, with a number of satellites in various positions, so it is
impractical to design special data collection geometries for all of them in real
conditions and if persistent area monitoring is required. Another reason is that over
the dwell time on target, satellite trajectories can no longer be approximated as
straight lines, which makes the application of frequency-based algorithms a very
difficult task. That is especially true for fixed-receiver acquisitions. For airborne
acquisitions, it is possible to use a Range-Doppler algorithm [51], but the algorithm
only works in this scenario.

For these reasons, perhaps the most universal solution for GNSS-based SAR is
algorithms operating in the time domain. While they are more computationally
inefficient, they can handle any BSAR acquisition geometry without adding any
additional degradation to image quality, and hence are more convenient and flex-
ible to use. In this chapter, one of the simplest algorithms in this group, the back-
projection algorithm (BPA) is described to illustrate the imaging concept. In the
literature, fast BPAs have also been implemented [52,53] and can be directly
applied to GNSS-based SAR.

The concept of the BPA is the same as in the monostatic SAR case [9], and its
block diagram is shown in Figure 16.20. In the case of an airborne receiver, motion
compensation (MoComp) is integrated to the algorithm to account for aircraft tra-
jectory deviations during flight.
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Two major steps are required to achieve image formation in BPA: the range
compression and the back-projection integral calculation. For the GNSS-based
SAR case, the reference signal for range compression is generated based on the
parameters obtained by synchronization (Section 16.6.1), during which the direct
signal delay and phase are tracked, both including receiver and errors. The receiver
errors are common to both HC and RC channels, and the operational range is in the
order of few kilometres, where atmospheric errors can be generally assumed to be
the same. Because the satellite/receiver trajectories are known, the expected delay
and phase history for the HC is also known. Therefore, phase and delay errors can
be extracted from the tracked outputs (e.g. those shown in Figure 16.19) and
incorporated to the reference signal for range compression. If the delay and phase
errors are te and je, respectively, the reference signal for range compression can be
written as:

s0 tn; uð Þ ¼ p tn � te uð Þ½ �exp �jje uð Þ½ � (16.19)

In (16.19), p tnð Þ includes the GNSS primary code and any navigation message, i.e.
p tnð Þ ¼ P tnð ÞMP tnð Þ.

The signal in the RC reflected from a fixed point target in the scene may be
written as (after quadrature demodulation and ignoring constant amplitude and
phase terms):

sRC tn; uð Þ ¼ p tn � RT uð Þ þ RR uð Þ
c

þ te

� 	
 �

� exp �j
2p
l

RT uð Þ þ RR uð Þð Þ þ je

� 	
 �
(16.20)

where RT uð Þ and RR uð Þ are the instantaneous transmitter-target and receiver-target
ranges, which vary with slow-time as the transmitter/receiver move.

Range compression can be done in the fast-time frequency domain via mat-
ched filtering. At the output of the matched filter the signal takes the form:

r tn; uð Þ ¼ Rx tn � RT uð Þ þ RR uð Þ
c

� 	
exp �j

2p
l

RT uð Þ þ RR uð Þ½ �

 �

(16.21)

where Rx tnð Þ is the cross-correlation function of the primary code P tnð Þ. The
matched filtering operation removes the delay/phase errors and the navigation
message. Also, the time delay and phase histories of each target depend on the radio
wave propagation path, as dictated from the transmitter and receiver positions at the
time of measurement. In practice, transmitter positions can be extracted for Two-
Line Element data, which have been found of sufficient precision to accurately
focus the data without the need for specialized post-processing techniques such as
autofocus. Following that operation, the computation of the back-projection inte-
gral may be performed in a similar manner to the monostatic case, but taking into
account the bistatic target time delay rather than the monostatic round trip delay.
For the moving receiver case, it is straightforward to integrate a MoComp process
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to the back-projection integral computation for each image pixel, and the accuracy
of this scheme relies on the accurate knowledge of the receiver positions [54].

The implementation of the BPA involves the generation of a rectangular grid
of points with Cartesian co-ordinates xi; yj

� �
counted from the receiver position.

For each of these points, the BPA back-tracks signal returns at the time delays
tij uð Þ ¼ RTi;j uð Þ þ RRi;j uð Þ� 

=c , and integrates the data over slow-time, i.e.:

f xi; yj

� � ¼ ð
u
r tij uð Þ; u� 

exp j
2p
l

RTi;j uð Þ þ RRi;j uð Þ� 
 �
du (16.22)

At the output of this step, the reflectivity of the scene f ðÞ at the location xi; yj

� �
is estimated. To obtain the full image, the integral (16.22) is computed over all
xi; yj

� �
grid points.

16.7 Experimental results

16.7.1 Fixed receiver
A series of experimental data sets were collected using GLONASS transmitters and
a fixed receiver. The receiver was placed at the roof of the Department of Elec-
tronic, Electrical and Systems Engineering at the University of Birmingham. The
RC antenna was overlooking the area to the west of the building. A satellite
photograph (taken from Google Earth) of the observation area is shown in
Figure 16.21. The receiving setup is shown in Figure 16.22. The experimental
parameters are listed in Table 16.5.

There are two sections of interest within the area. First are four isolated towers
approximately 1.2 km away from the receiver, which could serve as reference
targets. Second, there are tree lines facing towards the receiver at a range of
approximately 850 m from the receiver, which could provide high strength echoes.
The experimental radar images, obtained after signal synchronization and image
formation (Section 16.6), are shown in Figure 16.23, super-imposed on the photo-
graph of Figure 16.22. The colourscale is in dB, where 0 dB corresponds to the
highest intensity echo in the image. The dynamic range has been clipped to 20 dB.
All four towers have been detected at the correct location, and the outline of the
trees can be directly seen. At the same time, areas where the expected reflectivity is
expected to be low (such as grassy areas) appear as dark patches in the image.

16.7.2 Airborne receiver
Moving receiver measurements were taken using Galileo as the transmitter, while
the receiver was mounted on an AS355 helicopter (Figure 16.24(a)). The same
receiving hardware as in fixed receiver case was used. Trials were conducted
around the East Fortune airfield in Scotland (Figure 16.24(b)). The other experi-
mental parameters are in Table 16.6.

This set of data required MoComp processing due to the irregular motion of
the helicopter, which was made worse by weather conditions at the time of

746 Novel radar techniques and applications – volume 1



measurement. This can be readily seen from the synchronization results for this
data set, shown in Figure 16.19. The helicopter location was recorded with a
standard GPS positioner with a 1 Hz update rate, which was not sufficient to sample
trajectory deviations. In addition, the helicopter was not equipped with any inertial
navigation system and used its own GPS receiver to navigate. For these reasons, it
was expected that the obtained imagery would not be as accurate as in the fixed
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700 m
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100 m

500 m 250 m 0 m –250 m

(0, 0) m Receiver

–500 m (c)

(b)

(a)

Figure 16.21 (a) Google Earth photograph of target site, (b) towers at
far range, (c) tree lines in mid range

Figure 16.22 Fixed receiver experimental setup
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receiver case. The obtained image is shown in, super-imposed on a satellite
photograph of the observed area (Figure 16.25).

It is clear from the observed imagery that the image is de-focused. For
example, the signal return of an aircraft above the leftmost hangar (Target 1)

Table 16.5 Fixed receiver experimental parameters

Parameter Value

Satellite GLONASS COSMOS 736
Frequency band G1
Signal bandwidth 5.11 MHz
PRF 1 kHz
Dwell time on target 200 s
Satellite azimuth interval over dwell time

(relevant to north)
187�–189�

Satellite elevation interval over dwell time
(relevant to local horizon)

54�–52�

Bistatic angle 63.5�

1,500 m 0

–2

–4

–6

–8

–10
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–14

–16

–18

–20

0 m –250 m
Y, m
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X
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700 m
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300 m

Figure 16.23 GNSS-based SAR image super-imposed on imaging scene
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(a)

(b)

Figure 16.24 (a) Receiving system onboard AS355, (b) aerial photograph
of imaging scene [39]

Table 16.6 Airborne receiver experimental parameters

Parameter Value

Satellite Galileo GIOVE-A
Frequency band E5b-Q
Signal bandwidth 10.23 MHz
Receiver speed (nominal) 72 km/h
Receiver aperture length ~800 m
Receiver altitude (nominal) 250 m
Satellite elevation interval 70�–80�
Satellite azimuth interval 100�–130�
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appears to be completely smeared. In addition, signal returns are not registered in
their appropriate locations, such as Targets 2 and 4 (aircraft hangars) which appear
shifted. Furthermore, Target 3 appears as multiple peaks in the image, implying
asymmetric sidelobe levels in the PSF. These artefacts are due to the accuracy and
update rate of the GPS receiver onboard the helicopter, as well as the absence of
any inertial navigation equipment on it, hence the inadequacy to sample trajectory
deviations sufficiently.

Despite de-focus, five main targets have been detected. All of them correspond
to buildings (such as hangars) or aircraft which could yield significantly high
reflections, such as Targets 4 and 5. Higher intensity parts in the lower right part of
the image are due to an occupied car park.

(a)

(b)

Figure 16.25 (a) Satellite photograph of imaging area, including markers
for strong reflectors, (b) radar image super-imposed on
imaging scene [39]. [BingTM screen shots reprinted with
permission from Microsoft Corporation]
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16.8 GNSS-based SAR potential for advanced techniques

The validation of the GNSS-based SAR capability has paved the way for the con-
sideration of advanced SAR techniques. All of them are now at the proof of concept
level; however, the obtained results have so far shown clear potential, and they are
included in the following sections as the stepping stone for further research in the
future.

16.8.1 Coherent change detection
One of the prospective applications for GNSS-based SAR is persistent surface
change detection in local landscapes. As mentioned before, GNSS are obviously
outmatched by imaging radar satellites in terms of radar performance, such as
resolution and power budget. However, there are also reasons to support such a
topology for this particular application. A single GLONASS or Galileo satellite has
re-visit cycles on the order of 8 to 9 days, which is already faster than most radar
satellites for repeat-pass imagery. However, by considering multiple GNSS satel-
lites, an ‘effective’ re-visit cycle can be formed that is not bound by a single
satellite’s orbital properties. For example, if eight to nine different satellites are
used in daily sequence, the effective re-visit cycle for repeat-pass imagery is 1 day
and so on. Also, GNSS satellites transmit in L-band, which is within current trends
for Earth observation, and have reasonable resolution cell sizes for these applications.
Due to the relatively low power budget, monitoring of local areas is envisaged, which
is more similar to the applications encountered in ground-based SAR, where potential
targets could be man-made targets (e.g. bridges, dams, etc.) or reference targets
installed for earthworks monitoring.

At the first stage, the potential for monitoring changes in a surface can be
investigated by applying coherent change detection (CCD) techniques. The litera-
ture for CCD in monostatic SAR is vast, and the reader is prompted to [55–57] for
some of the seminal papers on this topic. However, CCD has been considered little,
if at all, for BSAR in general, let alone a passive BSAR with transmitters which are
not radar satellites. For these reasons, a systematic study on the feasibility of such a
system is required. As in any SAR-related activity, the starting point in such a study
is to consider point targets. The aim of the study is to investigate first of all whether
or not phase differences can fundamentally be detected in GNSS-based SAR, and if
this is the case, how precisely can these differences be estimated. The latter provides
an upper limit in the change detection performance, which may or may not be
reached in practice since the real world comprises mostly of distributed targets.
However, it does give an understanding on whether or not the technology is funda-
mentally possible and a springboard on which to extend theories from point targets to
extended scenes with distributed targets.

The CCD scheme proposed as a first stage is the coherence estimation of
repeat-pass image pairs, as in the monostatic case. That is, consecutive images
obtained at the re-visit cycle of a single satellite will be compared at the phase
level, and image de-correlation will be translated into actual surface change.
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Nevertheless, due to the complexity of the system, it is required that some of its
major aspects should be examined prior to a further system investigation, to decide
whether it may be fundamentally feasible. An initial experimental programme of
the system’s capacity as a change detector was designed to verify its feasibility on
the fundamental ‘proof of concept’ level. To prove this concept, an experimental
programme was built, using a low-gain antenna for the RC acting a semi-active
transponder whose height was varied between consecutive satellite passes to
emulate a surface change on the point target level (Figure 16.26). A total of 11 data
acquisitions were made at the re-visit cycle of a single GLONASS satellite, and the
resulting PSFs from the transponder were compared at the phase level to extract the
corresponding height displacement.

A comparison between the theoretical and experimental results is shown in
Figure 16.27. From the experimental results, the minimum and maximum dis-
placement errors are 0.22 and 1.47 cm, respectively. The average error is calculated
to be �0.4 cm, with a standard deviation of 1.15 cm. This is expected as the
averaging process partially compensates phase errors. Nevertheless, even in the
presence of cable phase noise, the CCD accuracy is sufficiently high to justify
further research on the behaviour of more realistic targets in real scenes.
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Figure 16.26 Experimental test-bed (a) topology and (b) concept,
(c) adjustable height transponder (low-gain antenna and front end),
(d) transponder height variation. � [2013] IEEE. Reprinted,
with permission, from [36]
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Another issue to consider is spatial de-correlation between repeat-pass
GNSS-based SAR images. This study is needed in the development of this system
to monitor temporal changes in a scene. The main challenge is that, unlike
monostatic SAR, in a BSAR configuration spatial coherence depends on the
bistatic geometry. The theoretical framework to describe spatial coherence for
this case was developed by extending well-established monostatic models [58]
with real GNSS-based SAR imagery from a test site (Figure 16.28).

To validate that theoretical model, an experimental image was used. A master
image was generated using data from the start time of acquisition and for a dwell
time Tsys (5 min) that was less than the dwell time T (7 min) on target. Then, a set
of slave images was generated, with the same Tsys but starting N seconds later than
the master image, with N from 1 to 30 s. In other words, N was the temporal
separation between images, resulting in a spatial de-correlation that could be ana-
lytically estimated. This methodology was chosen for three main reasons. First of
all, since all images were obtained from the same data set, temporal de-correlation
should be minimal, allowing the measurement of only spatial de-correlation.
Second, varying the temporal separation between images could allow a visualiza-
tion of how spatial de-correlation varies with satellite viewing angles. Finally,
this scheme simulates a real repeat-pass acquisition, where the repeat-pass image is
acquired with some time offset due to practical reasons. The coherence maps
obtained between the master image and slave images with offsets of N ¼ 1, 10 and
20 s are shown in Figure 16.29. The colourscale shows the coherence between
images, ranging from 1 (full coherence) to 0 (no coherence). As expected, when
the temporal image separation increases, so does the spatial de-correlation and,
therefore, the total image coherence drops.
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Figure 16.27 Measured displacements via CCD vs real transponder height
change. � [2013] IEEE. Reprinted, with permission, from [36]
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To compare experimental spatial de-correlation results with theoretical ones,
two representative areas within the image were selected. The first one was located
around (630, �116) m (Figure 16.28). In this area, there is a strong compressed
echo from a single building, which is a student accommodation hall (Figure 16.30).
The second one is located around (694, �398) m and contains a patch of trees,
which were also detected with a sufficiently high SNR. The coherence measured at
each of these locations is plotted vs N in Figure 16.31 and compared with the
derived theoretical model to show a good co-incidence. The analysis on the spatial
de-correlation is not restricted to GNSS-based SAR but can be applied to all BSAR
CCD systems.

16.8.2 Multi-perspective imaging
In this thematical area, the spatial, rather than temporal, diversity of GNSS-
based SAR is being exploited. By selecting different bistatic topologies, diverse
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Figure 16.28 (a) Satellite photograph of the observation area, (b) GNSS-based
SAR image super-imposed on (a) for spatial de-correlation
verification. � [2015] IEEE. Reprinted, with permission, from [58]
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scattering effects can be seen for objects in the same scene. This may increase the
amount of information on a given scene and could be used to aid automatic object
classification based on their bistatic scattering properties.

Four GNSS-based SAR experiments were conducted with a GLONASS
transmitter and a fixed receiver [59], with the experimental setup and target area

(a)

(b)

Figure 16.30 Objects selected for spatial de-correlation evaluation within
the imaging scene: (a) building, (b) trees. � [2015] IEEE.
Reprinted, with permission, from [58]
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having been shown in Figure 16.21 and Figure 16.22. Each satellite had a different
orientation with regard to the imaging scene, shown in Figure 16.32. The four
experimental radar images, after signal synchronization and image formation, are
super-imposed on the imaging scene and presented in Figure 16.33.

Each image was obtained with a different bistatic configuration and, therefore,
resolution cell sizes and orientations varied between images.

The figure shows that bistatic radar images from the same scene are almost
completely different and, therefore, they have the potential to increase the amount
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of area information. This can be done either by treating each image separately, or
combining images together.

With regard to the latter, experiments were performed with Beidou-2 [60],
where 16 different images taken from different satellite positions were fused.
A comparison between fused images and single BSAR images (Figure 16.34)
shows that the information detail in the multi-angle image has substantially
increased.

16.8.3 Multistatic imaging for spatial resolution improvement
In the previous section, the spatial diversity inherent in GNSS-based SAR was used
to increase the amount of detail regarding a scene. In this section, spatial diversity
is exploited for another purpose: the increase in image spatial resolution [61]. In
Section 16.5, it was shown that the image resolution is restricted to the GNSS
ranging signal bandwidth and is further degraded by the bistatic geometry. How-
ever, in the same section, it was shown that the PSF orientation also depends on the
geometry. The idea is then to combine images obtained from different geometries,
so that the resulting multistatic image responses are the common areas between the
individual bistatic images.

This idea has first been explored on the PSF level, before moving on to real
imaging scenes. As a first image combination approach, a non-coherent addition of
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Exp.3Target area
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Figure 16.32 Satellite positions for multi-perspective imaging experiment
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bistatic PSFs is assumed. Using (16.12), the resulting multistatic PSF (MPSF)
may be written as:

MPSF :
1
N

XN

n¼1

p
2 cos bn=2ð ÞQT

n rð Þ
c

� �
� mA

2wEnXT
n rð Þ

l

� �
(16.23)
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where N is the number of PSFs being combined. One of the features of the single
channel PSF represented by the GAF in (16.12) is that it is given by the product of
two functions separately pertaining to the range and Doppler domain: even if the
range and Doppler directions are not orthogonal, their domains are still separable.
For the MPSF in (16.23), this cannot be done in the strict sense, but the MPSF can
be approximated as:

MPSF � pm (16.24)

with p and m being:

p ¼ 1
N

XN

n¼1

pn ¼ 1
N

XN

n¼1

p
2 cos bn=2ð ÞQT

n rð Þ
c

� �

m ¼ 1
N

XN

n¼1

mAn ¼ 1
N

XN

n¼1

mA
2wEnXT

n rð Þ
l

� � (16.25)

In this expression, the range and Doppler domains are again separated. To illustrate
the benefits in this combination method, experiments were conducted with point-
like targets, in a fixed receiver configuration, and with two different GLONASS
satellites, denoted as ‘A’ and ‘B’ hereafter, at different aspect angles. The bistatic
PSFs were obtained and then combined together with the non-coherent addition
described above to get the MPSF. The MPSF was then analytically calculated for
the same GLONASS trajectories and compared to the experimental results
(Figure 16.35).

Looking at the experimental MPSF in (Figure 16.35), a drastic improvement in
image resolution can be observed. This is because, as mentioned before, the MPSF
resolution is now defined as the overlapping segment between the individual
bistatic PSFs. A comparison with the theoretical expectations also confirms the
validity of the MPSF model in (16.24) and (16.25).

Multi-angle fusion

Single angle

Azi. 30° west by north
ele. 22.0°

Figure 16.34 Fused multi-angle GNSS-based SAR image vs a single
GNSS-based SAR image. � [2014] IEEE. Reprinted, with
permission, from [60]
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16.9 Summary

This chapter has provided a brief overview of GNSS-based SAR. Its performance
as a passive imaging system, i.e. its resolution and power budget, was analysed, and
signal-processing algorithms required for image formation were described. This
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technology has reached a sufficiently high maturity level to begin tapping into its
unique features that separate it from conventional SAR systems – its temporal and
spatial diversity. The former is ideal for persistent area monitoring, while the latter
can be used to increase scene information as well as spatial resolution, which are
the first steps in realizing this system as a powerful remote-sensing tool.
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List of Acronyms

AltBOC alternative binary offset carrier

BASS block adjustment of synchronizing signal

BPA back-projection algorithm

BPSK binary phase-shift keying

BSAR bistatic synthetic aperture radar

C/A-code coarse acquisition code

CCD coherent change detection

CDMA code division multiple access

DAB digital audio broadcasting

DFT discrete Fourier transform

DVB-T digital video broadcasting – terrestrial

FDMA frequency division multiple access

FFT fast Fourier transform

GAF generalized ambiguity function

GLONASS global navigation satellite system

GNSS global navigation satellite systems

GPS global positioning system

HC heterodyne channel

ICD interface control document

INS inertial navigation system

MoComp motion compensation

MPSF multistatic point spread function

P-code precision code

PSF point spread function

RC radar channel

RCS radar cross-section
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SNR signal-to-noise ratio

SAR synthetic aperture radar

UK-DMC satellite that formed part of the disaster-monitoring constellation
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Chapter 17

Airborne passive radar

Krzysztof Kulpa1, Damian Gromek1

and Bartek Dawidowicz1

Abstract

Passive radar is one of the most rapidly developing fields in the radar technology
in recent years. The ground-based passive radar technology is now entering a stage
of maturity. In the past, in a case of active radars, the technology developed for
ground-based sensing was adapted for airborne platforms. The same trend has
been observed in the passive radar technology as it is being adapted for moving
platforms, mostly the airborne ones. Major aims of this adaptation include, among
others, protection of the platforms, detection of airborne and surface moving targets
and remote sensing, including SAR and ISAR imaging. The use of mobile PCL
systems provides an extended functionality in comparison to the one of the
stationary ground-based radars.

The chapter consists of two key sections. The first section presents the passive
imaging technique based on a bistatic SAR concept, the second section discusses
the main challenges for the airborne passive radars, in particular a cancelation of
Doppler spread clutter, and also presents solutions based on the CLEAN techni-
ques, DPCA and space–time adaptive processing. All theoretical considerations are
illustrated with the simulation and experimental validation examples.

Passive radar has been one of the most rapidly developing fields in radar technology
in recent years. The low-cost nature of passive radar, known also as passive coherent
location (PCL), has resulted in strong interest from a significant number of compa-
nies and research institutions. As a result of this research, many passive radar
demonstrators and commercial products have been developed [1–7].

Existing passive radar systems utilize various different types of signals for
target illumination [8]. The most popular signals used by modern passive demon-
strators are as follows: FM radio [2,4,6], Digital Audio Broadcasting (DAB) radio
[3,9–12], analogue and digital television (DVB-T) [13–16], Global System for
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Mobile Communications, originally Groupe Spéciale Mobile (GSM) networks
[17–19] and WiFi signals [20–25].

Most of the known variants of passive radar are stationary, ground-based systems
dedicated to the detection and tracking of airborne targets. The last decade of PCL
systems development has led this technology towards a state of relative maturity for
ground-based operation. These developments have prompted the research conducted
for this study, which will focus specifically on passive radar on a moving platform. In
the literature available on this subject, initial analyses devoted to PCL mounted on
ground-moving vehicles and airborne platforms can be found [26–33] and as for
ground-based radar, proper waveform selection is essential [34]. Theoretical analysis
presented in open publications suggests that PCL on a moving platform is a feasible
concept. The use of mobile PCL systems provides extended functionality in compar-
ison to the stationary ground-based radar. A moving passive radar sensor also provides
modes such as ground moving target indication [35,36] and imaging [37–41], synthetic
aperture radar (SAR) [42–44] or inverse synthetic aperture radar (ISAR) [45,46].

In classical ground-based passive radar, the scene is illuminated by a stationary
transmitter (TX), and the ground returns (ground clutter) have zero Doppler
frequency. The moving targets of interest have non-zero Doppler frequency and thus
can easily be distinguished from the ground clutter. In the case when the passive radar
receiver (RX) is placed on an airborne platform, the echo coming from no-moving
ground objects (ground clutter) possess no-zero Doppler frequency. This is a result of
the relative velocity between the mobile radar platform and stationary objects on the
ground. That Doppler frequency and its change as a function of time can be exploited
in passive synthetic aperture imaging of the ground. But in the case when our goal is
to detect moving targets, it is more difficult to distinguish between targets of interest
and ground clutter. In the case when a target of velocity greater than the radar plat-
form velocity is of interest, the Doppler frequency of the target is out of the range of
Doppler frequencies of the ground clutter, and fast targets can be detected after
Doppler spread clutter cancellation. But if we are interested in detecting slower tar-
gets, the Doppler frequency of the reflections from moving objects is within the
clutter bandwidth. Moreover, they are weaker than the ground returns. The objective
of the signal processing is to suppress ground clutter, while preserving the echoes
from moving objects. This problem is well known in the classic airborne pulse
Doppler radars. Typical solutions are based on space-time adaptive processing
(STAP)- or displaced phase centre antenna (DPCA)-type algorithms. However,
direct implementation of these algorithms is not possible in passive radars, while they
were developed for monostatic configuration of pulse-Doppler airborne radars.

In this chapter, the passive SAR image formation methods will be shown in
Section 17.1, and moving target detection and ground clutter cancellation will be
shown in Section 17.2.

17.1 Airborne passive synthetic aperture radar

The most popular radar technique for Earth surface imaging is the SAR. Since 1951
when Carl Wiley from the Goodyear Aircraft Corporation proposed this technique
[47,48], SAR has been intensively developed, and many new concepts of image
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formation have been proposed and demonstrated [49,50]. Nowadays, SAR is at
the stage of technological maturity. SAR is widely used as a sensor on satellites,
aircraft and unmanned aerial vehicles (UAVs). The active SAR works in the
monostatic configuration where the TX and RX compound one radar device. The
bistatic and multistatic configuration has been also intensively studied in last
two decades, and numerous papers have been published on bistatic SAR [51,52].
At the present time, active bistatic SAR is fully operational – Tandem X
(TerraSAR-X add-on for Digital Elevation Measurement), twin satellite mission,
has been launched in 2010 and now high-quality 3D images of the Earth are
readily available [53,54].

The bistatic configuration corresponds to significant separation between the
TX and the RX. The bistatic configuration can provide different information from
the monostatic, since the target is observed from different bistatic angles. Even
more interesting is the multistatic approach, when the target is observed from a
number of different angles. The number of theoretical consideration and experi-
ments has been conducted on bistatic SAR, but most of them have been dedicated
to cooperative or non-cooperative pulse radar illumination [55,56] or satellite
illumination [57–67].

An interesting alternative to the active SAR system is a passive one, when the
target or the scene is illuminated by illuminators of opportunity. In a similar way to
active radar, passive radars were first used in a ground-based configuration for air
target detection. The first passive radar experiment was conducted over 70 years
ago. In 1935, Arnold Wilkins and Robert Watson Watt demonstrated detection of
a bomber aircraft in Daventry, United Kingdom, based only on the illumination
from a BBC short-wave broadcast station. And this was not the first time that
passive sensing had been used. In 1924, Appleton and Barnett conducted an
experiment to measure the height of the ionosphere using a BBC medium wave
broadcast TX (770 kHz), located at Bournemouth on the south coast of England.
The RX was placed in at Oxford at a distance of some 120 km [68].

At that time only, analogue signal processing was feasible, and full imple-
mentation of passive radar using continuous wave signals was impossible. Passive
technology was then forgotten for several decades. Nowadays, passive technology
is being rediscovered [69–74] due in part to the rapid development of digital
technology and computational power. The modern technology allows the use of
existing emissions (e.g. FM radio, mobile communication GSM, digital terestial
televioion DVB-T and satelite television DVB-S, among others) for object detec-
tion. The fundamental advantage of passive technology is the lack of any dedicated
emission, so it is impossible to detect a passive radar based on radar emission, and
there is no need for any frequency allocation or transmission licence. Passive SAR
technology is thus a ‘green’ technology which does not pollute the electromagnetic
environment.

The combination of the three technologies, namely SAR, bistatic (or multi-
static) radar and passive radar, leads to the concept of passive airborne SAR
(PASAR) – an airborne radar that uses ground-based TXs of opportunity for illu-
mination. A good PASAR illuminator should have high power density at the
ground, high bandwidth and favourable ambiguity function performance to ensure
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good quality of SAR images. There are plenty of commercial illuminators (FM,
GSM, long-term evolution cellular system (LTE), DVB-T, see Figure 17.1) which
can be used for illumination of the ground for SAR purposes [75]. The best can-
didate for passive SAR imaging purposes seems to be the DVB-T TX, which has
relatively high power (10–1,000 kW) and reasonable bandwidth (�7.6 MHz for a
single DVB-T channel), giving a good power budget and fine resolution of up to
20 m [76,77]. In many countries, it is possible to find illumination of a wider
bandwidth, while multiple channels are often transmitted from the same location.
This can improve the range resolution of the passive SAR. But also other illumi-
nators, such as WiMax [78–80], have been taken into consideration.

In the literature, one can find descriptions of such concepts [76,81,82]
and theoretical analyses [81–89], but up to now only few preliminary results of
experimental trials have been published in the open literature [74,76,90,91].
In [76], the authors present a range-Doppler map of the observed ground area
obtained using a DVB-T-based passive radar. Such a method is similar to unfo-
cused SAR processing. In [74,91] are the results of single channel passive SAR
processing obtained from the CARABAS SAR system working in a passive mode.
The signal processing was based on the autocorrelation function of the received
signal. In single antenna airborne SAR, it is also possible to reconstruct the trans-
mitted signal [92] and use the presented passive SAR image formation method
based on cross-correlation of reference and surveillance signals.

The considered PASAR radiolocation scenario is depicted in Figure 17.2. The
TX of opportunity illuminates the scene, and also an aircraft. The passive radar,
placed on board the aircraft consists of two or more antennas and two or more
receiving channels. One antenna is directed towards the illuminator (TX of
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opportunity) and receives the reference channel signal. The second antenna is
directed towards the observed scene and receives the echo signal (indirect path
signal) reflected from the buildings, ground surface and all objects illuminated by
the TX and are visible to this antenna. The signals from both channels – reference
and imaging – are converted into digital form using ADC converters and passed to
the processing unit. It is assumed that both channels are fully synchronized in
frequency and phase. The synchronization is not required between the passive radar
and the DVB-T TX, since the SAR image is obtained by correlating the signal from
the reference and imaging channels.

The received signal consist of four major components: the direct path signal,
reflected echoes from stationary targets (multipath signal), echoes from moving
objects and noise. The main task of the PASAR radar is ground image formation, so
the echoes from moving objects can be treated as a clutter. Due to velocity mis-
match moving targets in the final passive SAR, image will be defocused and appear
blurred in the image. It is also possible to focus moving targets, but moving target
imaging is outside of the scope of this chapter.

The signal received by the antennas can be expressed by the following
formula:

sref=sur tð Þ ¼ sa tð Þ þ
X

k

sbk tð Þ þ x tð Þ (17.1)

where sa tð Þ is the direct path signal, sbk tð Þ is the echo reflected from kth stationary
object and x tð Þ is the Gaussian additive noise.

In the ideal case, the reference antenna receives only the direct signal, and the
imaging (surveillance) antenna only echoes from the imaged area. Thermal and
ambient noise is present in both channels. In practice, both antennas receive all the
above signals, but the amplitudes of the components are significantly different, and
the received amplitudes depend on directional gain of antenna in the directions of
arrival of the signals.

c a

b

Figure 17.2 Airborne passive SAR concept and its bistatic geometry
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Due to the two receiving channels configuration of the PASAR and the dif-
ference in antenna gain of the surveillance and reference antennas in the directions
of arrival of each signal component, the amplitudes of the components (sbk tð Þsa tð Þ)
will differ in each receiving channel (reference and surveillance). The two antenna
configuration of PASAR radar is shown in Figure 17.3.

In most practical cases, the illuminating signal bandwidth B is much smaller
than the carrier frequency fc. In such a case, it is possible to apply the narrowband
model of the illuminating signal represented by the following formula:

sT tð Þ ¼ s tð Þexp j2pfct þ jjf g (17.2)

where s tð Þ is the baseband illuminating signal, fc is the carrier frequency (e.g. DVB-T
channel carrier frequency) and j is the initial phase of the signal.

Considering only the direct path component in the reference channel, the radio-
frequency (RF) reference signal can be represented by the following formula:

sref tð Þ ¼ AsT t � tl tð Þð Þ ¼ As t � tl tð Þð Þexp j2pfc t � tl tð Þð Þ þ jjf g (17.3)

where tl tð Þ is the time delay related to distance between the moving PASAR radar
RX and DVB-T illuminator ¼ l tð Þ=c:

RT

Tx

I(t)

Reference
antenna beam

Object

PASAR
passive receiver

RX

Survillence
antenna beam

v
R(t)

Figure 17.3 The two channel (antenna) configuration of PASAR radar. The blue
line represents signal paths which are received by the surveillance
channel. The red line represents signal paths which are received by
the reference antenna. The thickness of the line represents the
amplitude of the signal component
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The baseband signal in the reference channel (after quadrature demodulation)
is given by:

sref IF tð Þ ¼ As t � tl tð Þð Þexp �j2ptl tð Þ þ jjf g (17.4)

Similar expressions can be provided for the surveillance signal. The surveillance
signal after downconversion to baseband is given by:

ssur IF tð Þ ¼ Aks t � tk tð Þð Þexp �j2ptk tð Þ þ jjf g (17.5)

where tk tð Þ is the time delay related to sum of distances of the kth stationary object
to the PASAR radar RX and to the DVB-T illuminator tk tð Þ ¼ ðRT ;k þ rðtÞkÞ=c.

The passive bistatic SAR image can be formed using the back-propagation
algorithm. This algorithm is based on correlation of the received signal with that
modelled for each potential scatterer in the imaging plane. Let us consider that the
objective is to make a 2-D PASAR image of the Earth’s surface, and all scattering
points are placed on the XY plane. For each pixel of the final image, it is possible to
calculate the complex intensity of the image by computing the scalar product of the
received signal and the modelled echo signal. In theory, the modelled echo signal
can be created using the illuminating signal and applying the time delay related to
the selected scatterer. In practice, the passive SAR radar does not have direct access
to the illuminating signal but can use the reference channel signal to model the
selected echo signal. Taking into account that the reference signal is delayed by
tlðtÞ and the echo signal from the kth scatterer placed at position (x, y) is delayed by
tkðtÞ, the modelled echo signal can be expressed as sref IF t � t tð Þð Þexp j2pt tð Þf g
where

t tð Þ ¼ tk tð Þ � tl tð Þ ¼ RT ;k þ r tð Þk � l tð Þ� �
c

(17.6)

The final SAR image can thus be calculated as the scalar product in the form

SAR x; yð Þ ¼ 1
T

Z T=2

�T=2
ssur IF tð Þs�ref IF t � t tð Þð Þexp j2pt tð Þf gdt (17.7)

where T is the observation time. In most cases, the signal is in digital form, so we
can use summation instead of the integral.

Substituting (17.4)–(17.6) into (17.7), finally the SAR pixel value will be
given by:

SAR x; yð Þ ¼ AAk

T

Z T=2

�T=2
s2 t � tk tð Þð Þdt (17.8)

The direct use of (17.7) is computationally expensive. Assuming a DVT signal with
a sampling frequency of the order of 10 MHz and an integration time of 10–100 s,
it is necessary to integrate 100–1,000 million samples for each PASAR pixel.
To obtain a 1-M pixel image, it is necessary to perform 1014–1015 complex
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operations (not counting delay computation). Assuming an available computational
power of the order of 10 GFlops, the time required to compute the whole image will
be 104–105 s (3–30 h). As real time applications are of great interest to the user,
significant simplification and computational power reductions are therefore
required.

To simplify the algorithm, single integration over several seconds can be
divided into sum of short intervals (blocks), for which the phase change introduced
by the signal delay is almost constant (smaller than p/4). Under such assumptions,
(17.6) can be re-written as follows:

SAR x; yð Þ ¼ 1
MTPRF

XM=2�1

u¼�M=2

exp j2pt uTPRFð Þf g
Z uþ1ð ÞTPRF

uTPRF

ssur IF tð Þs�ref IF t � t uTPRFð Þð Þdt

(17.9)

where M is the number of blocks (even number) and MTPRF ¼ T :
In the case of an illuminating signal of bandwidth B at carrier frequency fc and

an airborne passive radar platform which moves with constant velocity v, the
maximum integration time is given by:

TPRF MAXð Þ ¼ c

8vfc
(17.10)

For example, for an aircraft velocity of 50 m/s and a carrier frequency of 750 MHz,
the maximum integration time TPRF MAXð Þ ¼ 1 ms. The other requirement on TPRF is
that the range migration within the integration time is smaller than a single reso-
lution cell. This leads to the condition that TPRF � c=8vBð Þ. Since the narrowband
signal model is used (B � fc), the condition in (17.10) is more stringent
(TPRF ¼ c=8vfcð Þ � c=8vBð Þ).

Based on (17.9), the signal-processing chain can be divided into two main
steps: the first step is calculation of the cross-correlation function between the
surveillance and reference signals. In this step, so-called range profiles are com-
puted. This processing step is performed by computing the following equation:

scorr u; tð Þ ¼
Z uþ1ð ÞTPRF

uTPRF

ssur IF tð Þs�ref IF t � tð Þdt (17.11)

The block size of signals used in (17.11) is relatively small – typically 8,000
samples – and only a limited number of time delays, related to the final PASAR
image range size, have to be computed. But still direct use of (17.11) is computa-
tionally expensive. To reduce the computational costs, a fast convolution algorithm
based on the fast Fourier transform (FFT) may be used.

After computing the range data, one can use the simplified back-projection
algorithm or apply classical bistatic SAR processing based on range migration
compensation and cross-range compression [14,93,94].

Movement of the passive radar RX produces different Doppler frequencies
for each ground object separated in the azimuthal direction. The plot of the range
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(also phase) and Doppler history for a few single ground point scatterers is pre-
sented in Figure 17.4(a) and (b). The geometry under consideration is shown in
Figure 17.5. The centre of the DVB-T channel frequency was 600 MHz, simulation
time 20 s, the speed of the platform was constant and set to 50 m/s. Point scatterers
were separated in the azimuthal direction by 100 m.

As can be seen from Figure 17.4(b), in many cases, the Doppler frequency
history for the target has a linear form. The signal in the azimuthal direction for a
single scatterer can be treated as a Linear Frequency Modulated signal. The other
issue which has direct impact on signal-processing scheme is strong range migra-
tion, which always occurs in PASAR. In comparison to active SAR radars, the
range migration algorithms always have to be applied in passive SAR radar. The
signal processing has to take into account both effects. As a result, matched
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Figure 17.4 (a) Bistatic distance between the transmitter-object-airborne
receiver and (b) Doppler frequency for the object
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filtering in the azimuthal direction produces a focused passive SAR image. From
the knowledge of the position of the TX and the trajectory of the passive radar, the
position of a ground-based stationary target can also be determined. One of the
methods for final SAR image creation can be the time domain back-projection
algorithm [94] on the artificially created matrix of raw data. In the back-projection
algorithm, the final SAR image is obtained by calculating each pixel according to
the equation:

SAR x; yð Þ ¼
Z

scorr u; t x; yð Þ uð Þ� � � e�jj x; yð Þ uð Þdu (17.12)

where

t x; yð Þ ið Þ ¼ rB x; yð Þ uð Þ
c

(17.13)

j x; yð Þ uð Þ ¼ 2p
l

rB x; yð Þ uð Þ (17.14)

rB x; yð Þ uð Þ ¼ RT x; yð Þ þ rR x; yð Þ uð Þ � l uð Þ (17.15)

t x; yð Þ(u) is the time delay of the echo in the ith artificially created pulse scorr uð Þ from
the point scatterer placed on the flat ground scene at coordinates (x,y) – the flat
Earth assumption, and j x; yð Þ uð Þ represents the signal phase for that single scatterer.
The time delay t x; yð Þ uð Þ and signal phase j x; yð Þ uð Þ are determined by the bistatic
distance rB x; yð Þ uð Þ.

17.1.1 Signal dynamic range considerations
One of the typical problems of passive radar is the high signal dynamic range. In
active pulsed radar, gain control as a function of range is applied to overcome this
problem. In passive radar, the strong direct signal and the weak target echoes are
received simultaneously, so the RX has to have a very high dynamic range.

The reference and surveillance signal can be received by a single channel. The
single channel passive SAR image were shown by Swedish engineers [74,91],
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where signals were collected using the single channel RX of the CARABAS
system.

But the requirement for the dynamic range of a single channel passive radar
RX is very high – at least 100 dB. A typical active radar dynamic range may be
around 50–70 dB. One of the parameters which describes the bistatic passive radar
is SIR – signal-to-interference ratio. The SIR is the ratio of the echo signal power
and the power of all interfering signals. In our case, the strongest interfering signal
is the reference (direct path signal). The SIR parameter determines the required
dynamic range of the passive radar for detecting a target characterized by a given
radar cross-section at a given distance. In Figure 17.6, the contours of constant SIR
parameter for a single channel-passive radar are presented. The contours of con-
stant SIR form so-called Cassini Ovals [95]. The SIR parameter was calculated
for a baseline distance between the TX and RX of L ¼ 10 km and a target bistatic
radar cross-section of s¼ 1 m2.

As can be seen, the SIRC levels are from �70 to �100 dB. That means that the
target echo is much smaller than the direct signal and the masking effect is sig-
nificant. In a two-antenna system, the situation is little better, since the surveillance
antenna is usually not directed towards the TX. However, due to the small size of
the antenna, the sidelobes are rather high – at a level of perhaps �10 to �20 dB. As
a result, in a two-channel system the SIRC is of the order of �50 to �90 dB and
the masking effect is still too high to be neglected. To obtain a good quality
PASAR image, it is necessary to remove the direct path signal from the surveil-
lance channel. One possible solution is to apply an analogue direct path canceller,
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but such a solution is difficult, expensive and can be not very stable. In case of
reception of multiple radio channels, hardware have to be multiplied as well. Better
results can be obtained by applying digital direct signal cancellation, such as the
CLEAN algorithm [42,96]. The application of this procedure reduces the direct
signal by 20–60 dB, which significantly decreases the masking effect and helps to
improve the final passive SAR image.

17.1.2 Range and cross-range resolution
in airborne passive SAR

Up to now, we have assumed that the platform can have arbitrary motion and that
motion can be fully compensated using for example the back-projection algorithm.
In most SAR cases straight line, constant velocity platform motion is taken into
account, leading to significant simplifications and closed-form expressions for
signal processing and resolution prediction.

Let us assume the StripMap mode of operation of a PASAR radar in the
geometry presented in Figure 17.7.

The range resolution of the active SAR radar depends on the signal bandwidth –
the wider the bandwidth, the better (finer) the range resolution. The range resolution
can be expressed by the formula:

DR ¼ c

2B
(17.16)

On flat ground, the ground range resolution depends on the incidence angle of
observation of the target and can be expressed by the formula:

DR ¼ c

2B sin qRð Þ (17.17)
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Figure 17.7 StripMap mode of operation in PASAR radar
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In the PASAR radar, the resolution also depends on the bandwidth of the signal.
Due to the physical separation between the TX and the airborne RX, and the fact
that only the RX is in motion (the TX is stationary), the ground range resolution in
PASAR can be determined from the geometrical relation presented in Figure 17.6.
The formula is as follows:

DR � c

B sin qRð Þ þ sin qTð Þcos að Þð Þ (17.18)

The cross-range resolution in the azimuth direction is determined by the inte-
gration time in that direction. The cross-range resolution is depended on the
bistatic geometry – angle d (see Figure 17.6) and the parameter k ¼ L=RR, where L
and RR are the distances between the TX and the airborne RX and the target and the
airborne RX at time t ¼ 0, L ¼ l 0ð Þ, RR ¼ rR 0ð Þ.

When k tends to infinity, the cross-range resolution reaches its minimum value
(best resolution):

DRaz ¼ D (17.19)

where D is the dimension of the antenna aperture in the azimuth direction. It should
be remembered that for the active SAR radar the cross-range resolution is a factor
of two better and equal to D=2, and it is not dependent on geometry. This factor ½
is related to the motion of both TX and RX. In the passive SAR radar, considered
here, the TX of opportunity is stationary and only the airborne passive RX is
moving so the factor half is not present in (17.19).

Figures 17.7 and 17.8 present the plots of calculated ground range and cross-
range resolution. It can be concluded that both resolutions strongly depend on the
bistatic geometry. The other fact which comes from the range resolution plot
(Figure 17.7) is that the imaging in passive SAR is not possible in the forward
scatter geometry when the TX and imaging target/area are on the same side of the
airborne RX. In the forward scatter geometry, the cross-range resolution still exists.

17.1.3 Airborne passive SAR experiments
The theoretical considerations presented in the previous chapters have been verified
experimentally. The measurement campaign took place in December 2014. Mea-
surements were made in the vicinity of the city of Sierpc, Poland. The DVB-T TX
used as an illuminator of opportunity was located in Rachocin. The GPS coordi-
nates of the TX are 52.89� N, 19.65� E. The parameters of the transmitted signal by
the illuminator are as follows:

Carrier Frequency 618 MHz
EIRP (equivalent isotropically radiated power) 100 kW
Mast height above ground level 250 m
Signal bandwidth 7.8 MHz
Signal modulation OFDM, 64QAM
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The measurement scenario of the experiment is presented in Figure 17.9.
A Polish aircraft PZL-104 called ‘Wilga’ was used as an airborne passive radar
carrier. Figure 17.10 presents the aircraft with installed equipment. The PaRaDe
was constructed using Commercial-Off-The-Shelf components such as: DVB-T
antennas, a USRP N210 as a data acquisition unit and a portable PC for data
recording and processing. As the TX was on the opposite side as the imaging area,
two DVB-T antennas were mounted on the opposite aircraft windows.

In the measurement scenario presented in Figure 17.9, the red line represents
the flight path of the aircraft given by the GPS/INS device. According to the GPS
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device, the speed of the platform during the flight was around 40 m/s, and the
altitude was around 300 m above the ground. The total travelled distance (length of
the red line), shown in Figure 17.9, was around 8 km (200 s � 40 m/s). The shortest
distance between the flight path and the TX was around 2 km. The approximate
localization of the illuminator is marked with a red circle in Figure 17.9. The area
which was processed using a back-projection time domain algorithm in order to
obtain the SAR images is marked with white rectangle. The pixel size of the image
in the back-projection algorithm was set to be 3 m � 3 m. The integration time in
azimuth in this case was 40 s (which is around 1.6 km of synthetic aperture), and
the integration path is marked with a white line in Figure 17.9. The authors relied
on the INS/GPS data provided by the equipment, and no additional motion com-
pensation technique was applied in the signal processing. The grazing angle of the

Figure 17.9 Measurement scenario

Antennas

Radar equipment

Figure 17.10 Aircraft with passive SAR radar demonstrator equipment
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illumination from the DVB-T TX was around 3.5� for the processed area presented
in Figure 17.9.

The resulting passive SAR image is presented in Figure 17.11 with its
corresponding Google Earth map image in Figure 17.12. In both figures, the
corresponding structures are marked with white lines. Most of the targets which are
visible in the Google optical image can be easily identified in the passive SAR

Edges of
the forest

Road

Windfarm

Private properties

Figure 17.11 DVB-T-based passive SAR image

Figure 17.12 Corresponding Google optical image
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image. Structures such as the edges of the forest as well as roads, private properties
and even a wind farm are visible. Some of the targets which are visible in the
optical image have no representation in their SAR counterparts and vice versa. This
may be due to various reasons such as the differing time of acquisition of both
images. An additional reason might be the strong influence of shadowing between
objects. It has to be taken into account that the grazing angle of the illumination is
3.5�. For such low grazing angles of the DVB-T illumination, the terrain profile
also has a strong influence on SAR imaging capability.

Another example of passive SAR image is presented in Figure 17.13.

17.1.4 PASAR conclusions
PASAR imaging is a novel technique. The opportunity of using existing DVB-T
TXs seems to be promising due to their wide bandwidth and high power. Passive
SAR radars provide certain advantages over the active SAR radar, such as a lack of
emission of electromagnetic energy, which results in silent operation. Moreover,
the relatively low frequency signals can penetrate foliage and other obstacles and
can be used for visualization of concealed targets.

In the experiment described above a single DVB-T channel of 7.8 MHz
bandwidth was used, giving maximum range resolution of 20 m. In many places, it
is possible to exploit several channels (5–25) with total bandwidth of 40–200 MHz
giving maximum range resolution 0.7–3 m, comparable with modern active SAR
systems. In some cases, TV channels are not consecutive, and frequency gaps exist
between channels, so more advanced sparse technique have to be used to obtain
a high quality SAR image [89,97,98]. In many places, it is also possible to produce
multistatic images [99], when terrain is illuminated from several TXs. A challenge
for signal processing is when all TXs work in a single-frequency network. In such

Figure 17.13 PASAR image (right) and corresponding optical image (left)
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cases, it is possible to create several images – one from each TX and to fuse the
images (average in the simplest case).

As in active SAR case, the precise knowledge of passive SAR platform flight-
path is essential to obtain focused images. For DVB-T case, the required accuracy
(�10 cm) is much lower than for microwave active SAR (better than 1 cm for
X-band SAR and 1 mm for W-band SAR), but still higher than provided by tem-
porary navigation system. So to obtain the focused PASAR image, precise platform
trajectory estimation has to be provided [100], finally accomplished with auto-
focusing of the final image [101].

Passive SAR radar can be used not only for ground surface imaging but also
for moving target detection [40,102] and imaging [91,103].

However, the passive SAR radar has some disadvantages as well. Since the
illuminator of opportunity is placed at a relatively low altitude (100–300 m) from
the ground, some areas can be shadowed and the illumination angle is low or very
low – in many cases, below 1�. Another disadvantage is the complex signal pro-
cessing, which requires high computational power. The dynamic range is not suf-
ficient in some cases, while strong direct echo leakage and strong echoes may mask
weak stationary targets. This problem can be countered by applying appropriate
signal processing methods, i.e. the adaptive removal of the direct echo or strong
scatterers [42,104,105].

An interesting idea is to combine active SAR images from typical radar bands
(C, X, Ku, Ka) that do not provide foliage penetration with a passive SAR image at
a frequency that does provide foliage penetration. This technology might be widely
used in the near future.

17.2 Target detection in airborne passive radar

One of the main tasks of the passive airborne radar is to detect aerial targets in the
vicinity of the aircraft. The passive radar detections can further be used for aircraft
collision avoidance and for self-protection. An application of this kind is depicted
in Figure 17.14. The passive radar placed on the aircraft is equipped with several
receiving antennas and forms several beams. One of the beams is directed to the TX
and receives the reference signal, while others are used for detecting targets of
interests – other aircraft, drones, birds.

There are three classes of potential objects on the scene: ground-based sta-
tionary objects, land-based moving objects and airborne moving objects. From the
user point of view, one of the most interesting functions of the radar is detection of
low velocity objects, both ground-based and airborne. This is usually a challenge in
radars on mobile platforms due to the wide Doppler bandwidth of the ground clutter
which often overlaps Doppler frequencies from slow moving objects. The same
problem exists in mobile passive radar technology. Usually, in the pulse Doppler
radars, this is solved by space-time processing techniques. The same approach
should be used in mobile passive radar technology. However, utilization of space-
time techniques for passive radar technology is not straightforward and requires
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additional careful modifications. Apart from this, the other challenge is high
computational complexity of the space-time algorithms.

The general case where the both the TX and radar RX are mobile is very
complex and applicable only when classical cooperative bistatic airborne radar is
considered.

In most practical applications, we are looking for existing illuminations. Two
types of illuminators currently provide continuous and wide area illuminations –
ground illuminators (DVB-T, DAB, GSM and others) and satellite illuminators
(DVB-S, GPS, sat-radio). For the purpose of passive sensing, a relatively high
power density at the target is required. As satellite illuminators are of low power,
the detection range of passive radars is limited to hundreds of metres. Such low
detection range is of low practical value, so only ground-based illuminators can be
considered in practical applications.

In this chapter, we have assumed that the TX is stationary and that the RX is in
motion. As the main challenge is to remove the Doppler spread ground clutter prior
to the target detection, the appropriate approximations of the space-time family of
algorithms [9,28] will be presented. The work is focused on two topics: approx-
imation of the classic STAP algorithms [102,106,107–113] and adaptation of the
DPCA concept. To apply one of these concepts, it is necessary to build multi-
channel RX equipped with antenna array.

The basic geometry of passive airborne radar is shown in Figure 17.15.
The TX and the RX are located in different positions. It is assumed that the TX

is stationary and that the RX is moving with velocity vector VRX
��!

. Both TX and RX
antennas are looking at the target P, which can be stationary or moving with

velocity vector VP
�!

. The passive radar is equipped with the multichannel RX

Airplane

Birds

Echo signals

General aviation
airplane
with passive radar

DVB-T
transmitterDrone

Ground
clutter
signals

Illumination
signal

Figure 17.14 Airborne passive radar for self-protection and collision avoidance
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utilizing N antennas Rn where n is the index number of the RX’s channels. The
distance between the receiving antennas is d, and its mean that equal spaced
received antenna array is used. It is also assumed that the TX, nth RX and the

target (P) are moving along straight lines with constant velocities VT
�!

, VRn
�!

and

VP
�!

, respectively. The position of a TX and a RX is denoted as T xT ; yT ; zTð Þ and
R xR; yR; zRð Þ. The position of the mth object P viewed from the nth selected
antenna phase centre can be described as Pm xPm; yPm; zPmð Þ.

Let us introduce the key directional vectors which will simplify the analysis of
the geometry and the core passive radar parameters. A unit vector pointing in the
direction of the passive radar to the TX is given by:

kTR
�! ¼ x̂ cos qRT sinjRT þ ŷ cos qRT cosjRT þ ẑ sin qRT (17.20)

where x̂, ŷ and ẑ are the unit vectors of the Cartesian coordinate system A unit
vector pointing in the direction of the TX to the ith object is given by:

kTPi
�! ¼ x̂ cos qTPi sinjTPi þ ŷ cos qTPi cosjTPi þ ẑ sin qTPi (17.21)

A unit vector pointing from the passive radar to the ith object on the scene is
given by:

kTRPi
��! ¼ x̂ cos qRPi sinjRPi þ ŷ cos qRPi cosjRPi þ ẑ sin qRPi (17.22)

Passive radar measures the bistatic range L, which is the difference between the
TX-to-object-to-RX distance Lsum ¼ LTP þ LRP and TX-to-RX distance (LTR).
The bistatic range sum Lsum is the total distance travelled by the passive signal

TX(x,y,z)

RX(x,y,z)

Z

X P(x,y,z)

VTX

VRX

LTP

LRP

LTR
KRP

KTP
αTX

αRX

Y

VP

Figure 17.15 Multistatic geometry of moving passive radar
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from the TX to the scatterer and to the passive radar’s antenna reference point and
is related to the round-trip time tRT ¼ ðLTP þ LRPÞ=c. Objects located on an iso-
range surface have constant range sum (round-trip time). This surface is the locus
of points for which the sum of the distances to two fixed points is a constant.
Hence, this is an ellipsoid of revolution with the TX and RX as focal points. The
instantaneous bistatic range for the signal reflected by the ith object and received
by the nth antenna can be defined as:

LRnPi tð Þ ¼ LTPm tð Þ þ LRnPi tð Þ � LTR tð Þ (17.23)

Isorange surfaces are an important concept in radar as the signal corresponding
to one particular range is the resultant contribution of all objects located on the
isorange surface associated with the range of interest. When the scatterers are
located on a given plane, the intersection of this ellipsoid with this plane defines an
isorange contour (or simply isorange) which is an ellipse.

Let us discuss the derivation of the Doppler frequency in the bistatic radar
case. The Doppler frequency corresponding to the stationary point P is given by

fd ¼
kT
!

VT
�! þ VP

�!� �
l

þ
kRn
�!

VRn
�! þ VP

�!� �
l

(17.24)

where kT
!

and kRn
�!

are unit vectors pointing at the stationary object from the TX and
the nth RX, respectively. For the sake of simplicity, it may be assumed initially that

the signal reception is performed using a single channel RX. Therefore, kRn
�! ¼ kR

!

and VRn
�! ¼ VR

�!
. This leads to the equation:

fd ¼
kT
!

VT
�! þ VP

�!� �
l

þ
kR
!

VR
�! þ VP

�!� �
l

(17.25)

The Doppler characteristics of the ground clutter (VP ¼ 0) can then be described as
follows:

fd ¼
VT
�!��� ���cosaT

l
þ

VR
�!��� ���cosaR

l
(17.26)

Consider the derivation of angle-of-arrival (AOA) of the received signal in the
passive radar. The following analysis is performed under the assumption that the
passive signals are narrowband. This means that the modulation bandwidth satisfies
the condition that c=B � Nd where d is the spacing between antenna sensors. The
physical interpretation is that the propagation delay across the N-element uniform
linear array (ULA) is manifested as a simple phase shift. This is true for the typical
signals used in the passive radar. The spatial steering vector describes the varying
phase among the elements resulting from a propagating plane wave emanating from

the direction of the scatterer normal to ckRP qRP;jRPð Þ. For the relative time delay
Dtn, representing the time it takes the passive signal to arrive at the nth element
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with respect to the reference element of the ULA, the corresponding phase shift is
gn ¼ �2pfcDtn. Then Dtn ¼ dn=c where dn is the distance the passive signal must
travel after impinging on the reference element.

For a side-looking ULA (Figure 17.16), dn ¼ nd cos qRP sinjRP. The phase
shift at the nth element follows the equation:

y ¼ 2pnd

l
cos qRP sinjRP (17.27)

where l is the wavelength of the passive signal. The spatial frequency is defined
to be

y ¼ d

l
cos qRP sinjRP (17.28)

The generalized spatial steering vector is then

a j; qð Þ ¼ 1 exp j2pyð Þ . . . exp j2p N � 2ð Þyð Þ exp j2p N � 1ð Þyð Þ½ 	T
(17.29)

Therefore, the phase variation across the array for an arbitrary AOA is linear for the
ULA. The spatial steering vector assumes a Vandermonde form because of the
ULA geometry and of identical element patterns.

17.2.1 Monostatic case
The monostatic scenario can be perceived as a very special case of a bistatic sce-
nario where the position, velocity and direction of motion of TX and RX coincide.

0 1 2 3

Contour of constant phase

N–1

d d d

d1

d2

d3

Figure 17.16 Phase shift in N-element ULA
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It is presented here for completeness as well as for the fact that most of the state-of-
the-art ground clutter suppression algorithms were developed for this case [114].
The radar geometry is presented in Figure 17.17, showing a situation where a radar
is equipped with a single-channel TX and a multichannel RX utilizing N antennas
RXn.

The distance between the receiving antennas is denoted as d. It is assumed that
radar and object on the scene are moving along straight lines with constant velocity

V
!

and VP
�!

, respectively. The radar antennas are in the side-looking configuration.
The positions of the TX/RX (radar) and an object on the radar scene are defined by
TRX x; y; zð Þ and P xP; yP; zPð Þ, respectively. Consider the derivation of the Doppler
frequency in the monostatic radar case. The Doppler frequency corresponding to
the stationary point P is given by

fd ¼
kT
!

V
!þ VP

�!� �
l

þ
kRn
�!

V
!þ VP

�!� �
l

(17.30)

where kT
!

and kR
!

are unit vectors pointing to the stationary object from TX and RX,
respectively. For the sake of simplicity, it might be assumed temporarily that the
RX is equipped with single channel RX. Therefore, this leads to the equation:

kT
! ¼ kR

! ¼ k (17.31)

fd ¼
2 k
!

V
!þ VP

�!� �
l

(17.32)
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Figure 17.17 Monostatic geometry
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Assuming that VP
�! ¼ 0 and incorporating the formula for the dot product between

the two vectors into (17.31), we obtain the model of ground clutter:

fd ¼ 2 Vj jcos að Þ
l

(17.33)

where the a is the angle between the direction of the velocity vector V
!

and the unit
vector k

!
pointing towards the stationary object P.

The airborne passive radar scenario was presented in Figure 17.15. Moreover,
the real measurements presented in this chapter are also in line with this geometry.
This scenario is valid for most passive radars, especially, for those utilizing trans-
mitters of opportunity like DVB-T and radio (FM and DAB).

In a typical airborne case, the TX is stationary, and thus VTX
��! ¼ 0. Equation

(17.30) now has a form:

fd ¼ kT
!

VP
�!
l

þ
kRn
�!

VRX
��! þ VP

�!� �
l

(17.34)

Assuming that target velocity VP
�! ¼ 0 and incorporating the formula for the dot

product between two vectors into (17.33) the model of ground clutter can be
obtained:

fd ¼ 2 Vj jcos að Þ
l

(17.35)

where the a is the angle between the direction of the of the velocity vector V
!

and
the unit vector k

!
pointing towards the stationary object P.

Comparing (17.35) with the monostatic case (17.33), it can be seen that the
ground clutter characteristics should have a similar character. The only difference
between those two formulas is the constant factor 2 and the reason is that in the
monostatic case both RX and TX are in motion, while in airborne passive coherent
locator (APCL) case only the RX is in motion.

17.2.2 Received signal model
The signal-processing techniques in this description are derived under the
assumption that a target in the radar scene may be treated as a point scatterer. This
is true when the target size is much smaller than the range resolution cell. The size
of the resolution cell is approximately equal to 3 km for FM radio, 100 m for DAB
and 20 m for DVB-T signal, respectively. For the sake of simplicity, it is assumed
that the reference signal (signal transmitted by the TX of opportunity) is a nar-
rowband signal. Such an assumption is satisfied for almost all analogue and digital
transmission standards used in passive radars (FM radio, analogue television, DAB
digital radio, DVBT DVB-T, etc.). The transmitted RF signal can be modelled as:

xT tð Þ ¼ R XT tð Þexp j2pFT tð Þf g (17.36)
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where FT is the carrier frequency of the transmitted signal and XT tð Þ is the complex
baseband information signal. Typically in passive radar, a delayed and attenuated
(via path (a) in Figure 17.2) copy of this signal is received by the antenna directed
towards the TX and used as the reference signal. For the transmitted signal defined
by (17.36), the echo of a single reflector (target) appearing at the nth channel of the
PCL RX can be described in the baseband by the following expression:

XR tð Þ ¼

XR1 tð Þ
XR2 tð Þ

..

.

XRn tð Þ

0
BBBBB@

1
CCCCCA (17.37)

where

XRn tð Þ ¼ AXTn t � rn tð Þ
c

� 	
exp j2pFT

rn tð Þ
c

� 	
; (17.38)

and rnðtÞ is the instantaneous bistatic range of the target to the nth antenna (i.e. the
length of the path (b) which changes as a function of time due to motion of the RX,
or path (c) or (d), which changes as a function of time due to the motion of both the
RX and the target), A is the complex amplitude of the signal reflected from the
target. At typical integration times of the RX the delay r tð Þ=c may be assumed
almost constant for the envelope XT . The phase of received signal FTn r tð Þ=cð Þ is,
however, changing fast enough to cause significant frequency shift (Doppler fre-
quency). This shift is proportional to the time derivative of rn tð Þ, which is called
bistatic velocity.

For simplicity, we will assume that during the observation time the bistatic
velocity is approximately constant, so we may substitute r tð Þ¼ r0 þ v0t. Then,
(17.38) becomes

XR tð Þ ¼ A exp j2pFT
r0

c

� �
XT t � r0

c

� �
exp j2pFT

v0

c
t

� �
; (17.39)

The received signal consists of many such contributions from all the reflecting
points in the antenna field of view, and additional noise which we assume to be
white Gaussian.

17.2.3 Estimation of the multichannel passive radar parameters
The passive radar is in general able to determine the following parameters of
the received signal: bistatic range, bistatic velocity and AOA. Bistatic range is
defined by (17.23) as the difference between the range from TX-to-object-to-RX
and TX-to-RX.

Bistatic velocity is proportional to the Doppler frequency (17.25). AOA relates
to the spatial variation of phase delay across the antenna array and thus defines the
spatial frequency.
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The signal processing in passive airborne radar is three dimensional, and results
can be plotted as two different cross-sections. The first one is called range-velocity
plot and enables to estimate the bistatic range and bistatic velocity of the objects.
However, the information regarding the angular position is not visible. The second
one is called angle-velocity plot. It enables estimation of the objects velocity and
angular position in the selected bistatic range cell. The angle-velocity imaging is
possible only using in multichannel RXs, where spatial processing is possible.

The passive radar range-velocity processing is based on the correlation of the
received signal with a template constructed from the reference signal [21,104,115].
To model the echo of a target expected at a certain bistatic range r and bistatic
velocity v, the reference signal must be time-shifted by t ¼ r=c and frequency-
shifted by fd ¼ FT v=c, where FT is the carrier frequency of the signal and c is the
speed of light. Since the parameters of the target are unknown, range-velocity
surface is created for the expected span of bistatic range and velocity values
according to the following formula:

Y r; vð Þ ¼
Z DT

0
XR tð ÞX �

T t � r

c

� �
exp j2pFT

v

c
t

� �
dt; (17.40)

where XT is the transmitted signal (reference) and XR is the received signal,
reflected from the radar scene and DT is the integration time. The product of XR tð Þ
by X �

T t � r=cð Þð Þ is called a mixing product M t; rð Þ:

M t; rð Þ ¼ XR tð ÞX �
T t � r

c

� �
; (17.41)

Incorporating (17.40) into (17.41) leads to the equation:

Y r; vð Þ ¼
Z DT

0
M t; rð Þexp j2pFT

v

c
t

� �
dt; (17.42)

Equation (17.42) can be interpreted as a Fourier transform of the mixing product
M t; rð Þ for the fixed bi-static range r. This leads to the equation:

Y v; r ¼ rkð Þ ¼ FFT M t; rkð Þf g; (17.43)

Equation (17.43) enables computationally efficient implementation of the passive
radar processing utilizing FFT algorithms.

The angle-velocity processing is a generalization of the range-velocity pro-
cessing for a selected range. It enables to present the target expected at a certain
bistatic range r, bistatic velocity v and angle aRX. It exploits the advantages of
multichannel RX and its ability to estimate the angle-of-arrival of received signal.

The algorithm works as follows: first the reference signal in the RX must be
time-shifted by r=c and frequency-shifted by FT v=c. The generalized mixing pro-
duct Mn t; rkð Þ is calculated for the signal received by each nth antenna sensor XRn

and selected bistatic range r.

Mn t; rð Þ ¼ XRn tð ÞX �
T t � r

c

� �
; (17.44)
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where n is the index of the antenna sensor. In the second step, the calculated
mixing product is space frequency shifted by an where n is the index of the antenna
sensor and a is the expected AOA. Since the parameters of the target are unknown,
angle-velocity surface is created for the expected span of bistatic angles a and
velocity values v. Therefore, the angle-velocity plot can be computed according to
the following formula:

g v;að Þ ¼
Z p=2

�p=2

Z DT

0
Mn t; r0ð Þexp j2pFT

v

c
t

� �
exp janð Þdtdn; (17.45)

where N is the total number of elements in the antenna array. Equation (17.45) can
be presented as a two-dimensional Fourier transform of the mixing product:

g v;að Þ ¼ FFT Mn t; rð Þf gt


 �
a nð Þ; (17.46)

The range resolution [115] of the passive radar is inversely related to the bandwidth
B of the exploited signal and decline with a larger target bistatic angle b given as

DR ¼ c

2B cos b=2ð Þ (17.47)

which represents a minimum requirements for target separation in range. The

bistatic angle b is the angle between kTP
�!

and kRP
�!

unit vectors. The Doppler
resolution is determined by the coherent integration time (CIT) of the collected
datacube and can be expressed as

Df ¼ 1
CIT

(17.48)

The bistatic velocity resolution depends on the wavelength l [95] and can be
derived as:

DV ¼ l
2CIT cos b=2ð Þ (17.49)

17.2.4 Time datacube
The typical passive radar exploits the continuous wave illumination. Although
pulse illumination from other radars can be also used, in this chapter, considera-
tions are limited to continue wave case. As mentioned before, the received antenna
array consists of several elementary antennas which can be placed in at any arbi-
trary position according to the centre of the plane. For the sake of simplicity, only
basic N element linear antenna array is considered. All antenna elements are con-
sidered to be identical. The signal from each antenna is amplified, filtered, down-
converted and sampled resulting in obtaining complex baseband samples. The
time interval over which the received signal is collected is referred to as the CIT.
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For each antenna element/channel, the CIT temporal dimension is segmented into
M sub-CITs. Each sub-CIT has duration Tsub and a sub-CIT repetition frequency is
equal to fsub ¼ 1/Tsub. For each sub-CIT, there are T ¼ Tsub * fBW range cells cov-
ering the range sum interval, where L is the total number of range cells and fBW

being the complex sampling rate. Therefore, this multidimensional data set for MTI
signal processing for the airborne passive radar is visualized as the N*M*L cube of
complex baseband samples (Figure 17.18), where n ¼ 0, . . . , N � 1, m ¼ 0, . . . ,
M � 1 and l ¼ 0, . . . , L � 1 are the antenna index, sub-CIT and range cell index,
respectively. It is common to refer to the range dimension l as fast-time and the
sub-CIT dimension m as slow time. Along the range dimension, the range profile of
the received passive signals is obtained by correlation processing, identical as
described in previous subchapter – see (17.40). Thus, the range correlation (direct
path and received signal) is carried out separately on a sub-CIT basis where the
result is a 1_L correlation function r for each sub-CIT.

By lining up different r for each different sub-CIT, a M � L correlation func-
tion matrix R for each element can be formed, i.e. R ¼ [r0; r1; r2; . . . ; rM�1].
Figure 17.18 illustrates a pictorial view of the passive CIT datacube. Each row of
the datacube corresponds to a spatial sample and each column to a slow time
sample, while the L range samples extend in the third dimension. The N � M matrix
which is a slice of the datacube corresponding to the lth range cell

X ¼
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Xl 1;0ð Þ

..

.

Xl N�1;0ð Þ
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. . .

. . .

. .
.
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Figure 17.18 Datacube in passive airborne radar
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Vectorizing by stacking each succeeding column one after the other yields the
MN � 1 vector Xl termed a space-time snapshot, for the lth range cell.

17.2.5 Target detection in passive airborne radar
Detection of targets are in airborne passive radar is almost the same as detection in
classical passive radar. In the same way, as for a stationary radar case, it is
necessary to remove strong direct signal and strong ground clutter to be able to
detect weak targets echoes. The direct signal can be easily removed using
CLEAN-type algorithms, as discussed in [104,116]. More challenging is removal
of Doppler spread ground clutter.

The CIT is an important parameter which sets the signal processing gain due to
coherent integration, leading to the desired effect of increasing the SNR. The two
important constraints affecting the maximum CIT are that of target range cell
migration and Doppler cell migration [117–119]. Range cell migration occurs when
the range resolution is smaller than the distance travelled by the target during
integration, leading to an energy dispersal in the range correlation as it moves
through multiple range cells. For no range cell migration (and the assumption of no
range migration compensation), the maximum distance the target travels over the
CIT is limited by the range cell resolution. Thus, the condition for the maximum
CIT without inducing target range cell migration is transformed into the inequality

CIT <
DR

Vt maxð Þ
(17.51)

where Vt maxð Þ is the maximum relative velocity between the target and the passive
radar. The inequality < in (1.32) states that the CIT should be considerably smaller
than the right-sided term. Doppler migration occurs then the target accelerates
through several Doppler cells during integration, leading to an energy dispersal
in Doppler correlation. For no Doppler cell migration, the requirement of
Df < at maxð Þ=l must be satisfied where at maxð Þ is the maximum bistatic target
acceleration. This leads to the inequality for maximum CIT without inducing target
Doppler frequency cell migration as

CIT <

ffiffiffiffiffiffiffiffiffiffiffiffiffi
l

at maxð Þ

s
(17.52)

In summary, the maximum CIT must satisfy

CIT < min
DR

Vt maxð Þ
;

ffiffiffiffiffiffiffiffiffiffiffiffiffi
l

at maxð Þ

s !
(17.53)

Airborne passive radar target detection can utilize range-velocity processing
[2,104,115,120] or angle-velocity processing, but much better results can be
achieved using joint range-velocity-angle processing. The detection is carried out
by comparison of the absolute value from correlation processing with a selected
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threshold. The threshold is usually selected according to the Neyman–Pearson
(N–P) criterion.

The N–P criterion is the decision rule that chooses the probability of false
alarm (PFA) to be fixed at or below some value and then maximizes the probability
of detection (PD). More detailed information can be found [121,122]. The minimum
detectable power Pd in passive radar is:

Pd ¼ kTND0

ti
(17.54)

where k is Bolztmann’s constant, T is the equivalent RX noise temperature, N
stands for total losses and D0 is the detection threshold (usually 13 dB). For DVB-T
radar with 16 ms integration time, the minimum echo power is �140 dBm.

One of the fundamental relationships in passive radar is range equation. The
Power of the signal reflected from the object on the radar scene can be described
as (17.54)

PRx ¼ PTxGTxsbGRxl2

2pð Þ3R2
T R2

R

V (17.55)

where PTx is the transmitted power, GTx is the directional gain of the TX’s antenna,
sb is effective bistatic radar target cross-section, GRx is the directional gain of the
RX’s antenna, l is the wavelength, V is the attenuation coefficient, RT is a distance
between TX and an object, RR is a range between radar RX and an object.

The maximum achievable signal-to-noise ratio can be described as:

SNRin ¼ PR

Pn
¼ PTxGTxsbGRxl2

2pð Þ3R2
T R2

R

1
kT0BR

V (17.56)

where Pn is the power of the noise, k is Boltzmann’s constant, T0 is the effective RX
temperature and BR is the RX’s bandwidth. The use of the cross-ambiguity function
provides the processing gain equal to the time-bandwidth product:

GP ¼ BT (17.57)

In theory, the processing gain could be as high as the designer requires, but in
practice, it is limited by several factors. First of all, the integration time is limited
by the time in which the target remains in the range and Doppler resolution gate.
For the passive radar using the DVB-T illuminator of opportunity, the range gate
size is 20 m, and for airborne targets with a maximum relative speed of 1,200 m/s,
the maximum integration time is 16 ms.

The maximum integration gain is thus 130,000 (51 dB).

17.2.6 Clutter cancellation in airborne passive radar
Clutter cancellation in airborne radars is usually based on STAP [114]. The idea of
STAP is based on the weighted summation of signals from all elementary antennas
used in the system and their delayed copies in slow time domain. In passive radar
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signal processing, there are no pulses and range compression is done via correlation
between surveillance and reference signals or computation of cross-ambiguity
function using those signals. Slow time in pulse radar is based on time delay
between consecutive pulses. In passive radar, slow time processing is based on the
computation of correlation or cross-ambiguity functions with arbitrarily chosen
integration time and time delay similar to pulse repetition time in pulse radar.
So instead of working on range-pulse data set, what is natural for pulse radar, in
passive radar, we will work on range-time delayed data sets – delayed range-
velocity diagrams (results of cross-ambiguity function computations). In pulse
radar, the minimum delay step is equal to the pulse repetition interval, while
in passive radar such delay may be selected precisely and adjusted with much
bigger precision equal to the sampling interval, what is very important for DPCA
processing. Assuming that for nth antenna the summation can be described by a
finite response filter with pulse response hn tð Þ the STAP filter can be described as
convolution in the form:

Z r; vð Þ ¼
X

n

Yn r; v; tð Þ � hn tð Þ; (17.58)

In order to design the full STAP filter, it is necessary to find a set of impulse
responses hn tð Þ that minimises Z r; vð Þj j when only ground clutter is visible by the
radar.

However, the full implementation of the algorithm for STAP processing leads
to high complexity solutions. To counter this, the proposal of a more cost-effective
algorithm, utilizing the DPCA method is presented. DPCA processing is a techni-
que for countering the clutter spectrum spreading induced by platform motion. This
technology was invented originally for the pulse radar.

The basic concept of DPCA technology is to make the antenna appear
stationary even though the platform is moving forward. This is performed by
electronically shifting the receive aperture backwards during the operation.

In a pulse radar, the return from shifted antenna is subtracted from the
unshifted return (delayed by time equal to antenna phase centre displacement
divided by platform velocity). The DPCA concept, after some modification, can be
utilized in passive radar.

To attenuate the ground clutter for an N-channel system, the most straight-
forward approach is to find such delay Dt ¼ t2 � t1, so that:

Yn r; v; t1ð Þ ¼ Yn�1 r; v; t2ð Þ for n ¼ 2; 3; . . . ;N : (17.59)

This means that the phase centre of antenna element n – 1 will move to the phase
centre of antenna element n after time Dt, as shown in Figure 17.19. As a result,
the clutter signal received by antenna n – 1 for selected r and v should be statisti-
cally equal to the clutter signal received by antenna n for the same r and v for
n ¼ 2; 3; . . . ;N . The clutter cancellation can be achieved if we subtract them
from each other. At this point, it is worth noting that a passive radar signal can
be approximated with a random process. The complex amplitude of the clutter
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Yn r; v; tð Þ is generally a random variable and obeys its own pdf. Equation (17.59)
therefore should be understood as E Yn r;v;t1ð Þf g ¼ EfYn�1 r;v;t2ð Þg or Yn r;v;t1ð Þ �
Yn�1 r;v;t2ð Þ¼ d, where d is a zero mean random variable.

The condition, equivalent to (17.59) imposes serious limitations on any
implementation of the DPCA technique for the pulse radar. Once the element
spacing and the PRF are fixed, the platform velocity is also constrained. In practice,
even if the condition of appropriate space and time shift is satisfied, the clutter
cancellation is still limited due to other factors, such as irregular motion and
crabbing of the aircraft, spatial de-correlation among antenna elements, as well as
the intrinsic motion of clutter. Moreover, the elementary antenna’s spatial char-
acteristic should be exactly this some, while even small deviation of beam width,
looking angle or shadowing and multipath from wings and fuselage can decrease
the effectiveness of clutter cancellation.

The major difference between pulsed and PCL radar is the flexibility in
changing the delay Dt between signals coming from each antenna. In a pulsed
radar, the delay may be adjusted with step equal to the inverse of pulse repetition
frequency which is usually only up to a few kilohertz (2–4 kHz). In PCL, the
adjustment can be made with accuracy limited by inverse of the sampling
frequency, e.g. in FM-radio-based passive radar, it is equal to several hundreds
of kilohertz (about 200 kHz) and in DVB-T radar around 10 MHz. This gives
a potential advantage to the PCL DPCA technique because processing can be
easily adapted to the variable radar velocity and overcome the limitations
from (17.59).

0 1 2 3 N – 1

Figure 17.19 The consecutive positions of the platform corresponding to the
displacement between the antenna elements
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The other difference lies in the type of the signal used. PCL radars utilize
continuous random-like waveforms from TXs of opportunity instead of determi-
nistic short time duration pulses. Typical carrier frequencies of transmitted signals
are usually below 1 GHz. This has an impact on the antenna system design. The
typical distance between the antennas can be from 50 cm for DVB-T passive radars
up to 1.5–3 m for FM based.

The simplest passive airborne radar can consist of reference antenna and two
measurement antennas. In such case, a simple two-point canceller can be applied:

h1 t½ 	
h2 t½ 	

" #
¼ 1

0

0

0


 
 


 
 


0

0

0

�1

 �
(17.60)

This corresponds to a simple subtraction of two range-velocity surfaces Y1 t; v; tð Þ
and Y2 t; v; tð Þ created for first and second antenna with appropriate delay.

The PCL DPCA clutter cancellation filter responses described by (17.60)
versus target bistatic velocity and mobile platform velocity are presented in
Figure 17.19 (for elementary antenna phase centres displacement equal to 2/3l).
Figure 17.20 presents a cross-section of Figure 17.19 for an assumed platform
velocity of 100 m/s.

The clutter attenuation of the simple filter (17.60) is invariant with respect to
the bistatic range. For a PCL system with a fixed antenna configuration, the DPCA
filter suppression rate depends only on the velocity of the radar platform and the
bistatic velocity of the target on the scene. Due to the statistical character of the
sounding signal and due to the difference in integration time instant corresponding
to the centre of integration time, the attenuation of the filter is limited. This is
depicted in Figures 17.19 and 17.20. For longer distances between the antennas, the
well-known ‘blind speed’ problem begins to occur (visible in Figure 17.20 as
notches in the filter response). The calculated results are based on the assumption
that the receiving antennas have exactly the same radiation patterns. This may not
necessarily be true in a real-life situation so the attenuation of ground clutter can be
limited.

By increasing the number of elementary antennas in the receiving antenna
array, it is possible to use more sophisticated filters. The characteristic of three-
point canceller with coefficients [�1, �1, 2] is depicted in Figure 17.21 and
characteristic of four point canceller with coefficients [�1, �1, 1, 1] in
Figure 17.22.

17.2.7 Measurement campaigns
The concept of the mobile PCL radar has been practically demonstrated by several
researchers [26,123]. In this chapter, the result of three measurement campaigns
carried out by Warsaw University of Technology (WUT) is shown. During both
tests, the multichannel FM-based PaRaDe system, developed at WUT, was used.
The first experiment was made using a car as a moving platform [124], the second
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and third used airborne platform – a Skytruck aircraft [82,125–127]. The mea-
surement campaigns with the PCL system mounted to the car platform were carried
out near the landing path of the Okecie Airport (Warsaw) in December 2008. The
measurement campaigns with the PCL system mounted to the airborne platform
were carried out close to the Polish coastline of the Baltic Sea in May 2008 and
April 2009.
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Figure 17.20 PCL DPCA [�1, 1] filter response. Cross-section of the PCL DPCA
filter response for radar platform velocity equal to 100 m/s
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The radar platform was equipped with a six element antenna array – three on
each side of the moving platform. The signals from the antenna elements were
amplified and filtered by commercial FM amplifiers and directly sampling by fast
analogue–digital converter. The digital HF signal was digitally downconverted and
recorded on the hard drive. To obtain the final results off-line processing, was
applied, consisting of beamforming, a CLEAN algorithm removing the direct
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signal from the measurement beam and space-time processing. The block diagram
of the signal processing performed on the PC in shown in Figure 17.23. The pro-
cessing starts with digital beamforming [128–130]. The signals from all antennas
are weighted summed to obtain one reference and several surveillance beams. The
coupling between the antenna elements is compensated by a suitable calibration
procedure [128].

The beams obtained as a result of the beamforming have relatively low level of
sidelobes. In spite of this fact, the direct path interference (DPI) is still the strongest
contribution in the surveillance beams. Moreover, the surveillance channel also
contains strong clutter echoes. The two contributions: DPI and clutter can com-
pletely mask the moving target echoes; therefore, a method for removing the
unwanted signal components from the echo signal is required.

The direct signal canceller implemented in the system is based on an adaptive
lattice filter [131–136]. The filter consists of two parts: a lattice predictor and a
tapped delay line. The lattice predictor is excited with the reference signal, which
leads to its decomposition into orthogonal backward prediction error signals. The
prediction errors are then removed from the surveillance channel in the tapped
delay line by means of correlation and subtraction.

After the DPI, the cross-ambiguity of the reference and surveillance channel is
calculated. This procedure involves correlation of a delayed and Doppler-shifted
version of the reference signal with the surveillance signal. When the chosen delay
and Doppler shift correspond to the parameters of a target echo, a correlation peak
appears. The process is repeated for a certain span of delays and frequency shifts,
resulting in a two-dimensional range-Doppler surface.

The calculated cross-ambiguity is passed to the clutter suppression processor.
Then, the processing results are passed to the CFAR in order to perform target
detection. The CFAR is based on a two-dimensional cell averaging algorithm. The
position of the detected peak on the range-Doppler surface provides coarse esti-
mates of bistatic range and velocity.

The antenna array of the system consists of a number of half-wave symmetrical
dipoles placed vertically. Depending on the configuration, two to eight dipoles are
used in different geometrical configurations, and multiple beams are formed digi-
tally without the need for physical relocation of antenna elements.

Digital
beamforming

Adaptive
filtering Correlation

CFARGround clutter
suppression

Figure 17.23 Signal-processing block diagram
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The signal from the antennas is amplified and filtered by an 88–108 MHz
bandpass filter. The signal digitization is performed directly in RF without ana-
logue down conversion process. Nyquist sampling requires at least 220 MHz
sampling frequency. But the useful bandwidth of the whole FM band is 20 MHz,
so the under-sampling technique can be exploited with a sampling frequency of
at least 40 MHz. In the presented case, the sampling frequency was equal to
55 MHz which means that the signal is under-sampled. The effects of the aliasing
are minimized by using bandpass filters. After sampling, the selected radio
channel was digitally downconverted to baseband by a quadrature digital
demodulator.

The data acquisition module (DAM) can perform demodulation of two radio
channels simultaneously. Since the sampling frequency is much higher than the
bandwidth of the signal (approximately 100 kHz), low-pass filtering and decima-
tion is performed. The final sampling rate is equal to 200 kHz. The complex IQ
samples are sent to a general purpose PC using USB 2.0 interface. A single DAM
has two RF inputs and can therefore record signals from two antennas. Multi-
channel coherent registration can be performed with several DAMs connected in a
daisy chain, where one module provides synchronization and triggering for the
others. Figure 17.24 showing the PaRaDe system, the eight channel acquisition
hardware used in all above-mentioned experiments is presented.

The measurement campaign with the passive radar mounted on a vehicle
platform (depicted in Figure 17.25(a) and (b)) was carried out in the vicinity of
Warsaw Airport in December 2007 [73]. The main objective of the first phase of
the experiment was to investigate the effects of the platform movement on the
signals received by passive radar.

Figure 17.24 PaRaDe acquisition system
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A six-channel RX of the passive radar was mounted inside the car, as shown in
Figure 17.26(a) and (b). The antenna array consisting of six half-wave dipoles was
installed onto the roof of the car. The reference and echo beams were created
digitally by appropriate summation of the signals from antenna array elements. The
mobile platform was moving with velocity of 16–25 m/s at the distance of 5–15 km
from the taking off/landing routes of aircraft.

According to the analysis presented in previous sections, the clutter signals
should be shifted in frequency due to the platform motion, and due to the width of
the antenna beam significant spread of the clutter in the frequency is expected. The
experiments conducted using the ground vehicle confirmed those predictions [124].

Figure 17.27 shows the cross-ambiguity function of the reference and echo
signals. As expected, the clutter is spread in Doppler due to the motion of the

(a) (b)

Figure 17.25 PaRaDe car platform: (a) front view, (b) side view

Filters/
amplifiers Battery

Digital receivers

Signal
recorder

Figure 17.26 PaRaDe system on the car platform

804 Novel radar techniques and applications – volume 1



platform. One of the approaches to the problem of the spread clutter is to simply
remove it with an adaptive filter. The result of such a procedure is shown in
Figure 17.28, where the adaptive filter was applied for bistatic ranges from 0 to
100 km, and bistatic velocities from �240 to þ240 m/s. This removed the clutter
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effectively, so that a moving target, which previously was covered by the correla-
tion sidelobes of the clutter, is now visible.

This approach is, however, disadvantageous from the point of view of detect-
ing targets with small bistatic velocity, since they can overlap the clutter region
and can be removed by the adaptive filter together with clutter. This is not a crucial
problem in the case of a car, since the speed is relatively low (approximately
70 km/h); therefore, the clutter spread is not substantial. However, as will be shown
later, the clutter spread is much more serious in the case of an airborne radar
platform. An alternative solution to using an adaptive filter is to apply a method
known from active airborne pulsed radars, such as DPCA or STAP.

An additional problem encountered during the trials was a strong multipath
effect. Because the antennas were mounted at a low height (approximately 2 m
above the ground), and the radar was moving, a strong variation of the signal
amplitude could be observed.

This is a serious problem from the point of view of the reference signal
recovery and digital beamforming. In the experiment, an analogue FM radio signal
was used, therefore, channel equalization and signal reconstruction are not possi-
ble, or at least not very effective. In the case of using DVB-T or other digital
modulation schemes, the multipath effects can be eliminated.

In the airborne trial campaign, carried out on the Polish coast of the Baltic Sea,
the PCL sensor was mounted to a Skytruck aircraft as shown in Figure 17.29(a)
[126]. The radar was equipped with a six-element antenna array. The antenna
elements were placed inside the aircraft in window openings, as shown in Fig-
ure 17.29(b). There were three elements of the array on each side of the aircraft.
In the experiment, two elementary antennas on one side of the aircraft were used as
the surveillance antennas, and DPCA algorithm was used for clutter cancellation.
The bistatic range-velocity surface calculated for each of the two antennas is
presented in Figure 17.30 for recorded data and in Figure 17.31 for simulated data.

BRYZA plane on the runway FM antenna

(a) (b)

Figure 17.29 PaRaDe system on the airborne platform. (a) BRYZA plane on the
runway; (b) FM antenna
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In the processing, the direct signal was removed using adaptive filter [22,137].
It can be seen that the clutter present in the signal has substantial spread in the
bistatic velocity domain, which reached 100 m/s.

In order to remove the Doppler-spread clutter, a modified adaptive filtering
could be used [133], but together with clutter slow target echoes will also be
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removed. For this reason, the DPCA algorithm is used instead. The results of the
DPCA algorithm on the simulated data are shown in Figure 17.32 and for recorded
data in Figure 17.33.

After the application of the DPCA, the ground clutter was suppressed by
approximately 30 dB. The suppression ratio is limited by the time and spatial
de-correlation of the clutter, as well as different radiation patterns of the two
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elements used in the DPCA algorithm. However, both in simulations and with real
signal, suppression of clutter was sufficient to reveal one moving target for simu-
lation (Figure 17.32) and two real targets (Figure 17.33) which were previously
buried within the clutter.

17.2.8 Airborne passive radar conclusions
PCL systems dedicated for use on mobile platforms are very promising solution for
future civilian and military application. The main advantage of passive radar
mounted to moving platforms is the extension of its functionality in comparison to
a classical stationary PCL system. Passive radar on an airborne platform has the
potential to detect targets at long ranges (in the order of tens through to hundreds of
kilometres), including low RCS targets, with a fast update rate (0.1–5 s) and high
accuracy. Furthermore, the multistatic operation of airborne PCL increases the
probability of the detection of the targets observed by radar. Low power con-
sumption and the light weight of PCL systems make it possible to be installed in a
small aircraft or UAV platform. Moreover, long target illumination allows us to use
algorithms for target imaging, such as SAR and ISAR [77].

Mobile passive radar technology is, however, still in its infancy and requires
thorough investigation. Any future work on mobile PCL should concentrate on
multi-element antenna systems for different bands, DPCA and STAP, ground
clutter cancellation techniques, multistatic operation of mobile passive system and
sensors networking to exchange the data. Many researchers are now searching for
the best possible processing schema for clutter cancellation [113,138] and reference
signal acquisition and restoration [139], but it is still space for future algorithm
development, test and optimization.

The ground clutter cancellation is not the only challenge for airborne passive
radar. For ground-based passive radars, the horizon limits the number of visible
illuminators. In most cases, TXs at distances longer than 50–100 km are not visible
and do not interfere with echo signals. For the airborne radar placed at the height of
10 km all TXs till the distance 500 km are visible, and some of them can work at
this some frequency as closes one, and then interfere with echo signals. To over-
come this problem, an extended STAP algorithms designed for interference can-
cellation are required [140].
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Chapter 18

Multi-illuminator and multistatic
passive radar

Heiner Kuschel1, Fabienne Hoffmann2

and Alexander Schroeder2

Abstract

Passive radar (PR) is always dependent on illuminators of opportunity and the
waveform they provide. Using multiple different illumination sources as well as the
distribution of multiple sensors in multistatic networks can provide some diversity.
As examples some multistatic configurations and multi-band passive coherent
location (PCL)-systems are sketched indicating the wide range of applications.
Furthermore, the properties of illuminators, which can be used for medium range
PR processing, like frequency modulated radio, digital audio broadcast and digital
video broadcast terrestrial are described. Special signal processing approaches
are highlighted and a hybrid PR system and processing concept is explained. The
chapter is completed with some measurement results from multistatic experiments
and a civilian PCL-network application of a multistatic PCL system.

18.1 Introduction

Since one of the most critical aspects of passive radar (PR) is its dependence on
illuminators of opportunity with properties, which cannot be influenced, diversity
is a powerful means to alleviate this challenge. The use of multiple different
illumination sources as well as the distribution of multiple sensors in multistatic
networks can provide this diversity. Multistatic configurations and multi-band
PCL-Systems (Passive Coherent Location) exploiting different broadcast networks
with different properties and wave forms provide the flexibility to make use of
advantageous properties of the illuminating services, while avoiding to be stuck

1Fraunhofer Institute for High Frequency Physics and Radar Techniques FHR, Germany
2Airbus Defence & Space, Germany



with potential shortfalls. Furthermore, a multistatic geometry providing multiple
illumination angles as well as multiple bistatic angles increases the probability
of observing an advantageous radar cross section of a target. This chapter will
cover a fairly wide range of applications from military low level area coverage to a
collision warning sensor network for wind turbines. A hybrid PCL system concept
will be described as the future perspective for a versatile PR system. Demonstrator
systems reflecting the experiences of the authors will be addressed and measure-
ment results shall illustrate their performance capabilities.

18.1.1 Multistatic PCL configurations
Multistatic PCL configuration can consist of various concepts, which may also
require different signal processing approaches [1]. The most general system con-
cept is based on multiple netted receivers exploiting the illumination of multiple
spatially distributed transmitters. Dependent on the complexity the receiver provi-
der can master, each sensor can measure the time difference of arrival, direction
and bistatic Doppler of echoes excited on one target by multiple transmitters. Thus
an over determined target localization procedure can provide a high probability of
detection by multiple simultaneous detections of the same target in a network.
In reality, however, this is hardly affordable and thus more realistic multistatic
system concepts either exploit multiple transmitters with one receiver, preferably
featuring direction of arrival and time difference of arrival measurements, or con-
sist of a network of omnidirectional passive receivers exploiting one dominant
transmitter. In the latter case, the localization procedure is based on the calculation
of intersecting ellipsoids, where the intersections indicate the location of targets.
The focal points of the ellipsoids are the locations of the transmitter and the
receiver. Here, the target resolution depends on the signal bandwidth and multiple
ellipsoid intersections lead to improved accuracy.

In the former case with the knowledge of the transmitter locations and the
bearing measurement of the target echoes, the location of targets can be determined
by the intersection of the bearing vector with the time difference of arrival ellipsoid.
The resolution here depends on the signal bandwidth and the beamwidth of the
antenna providing the bearing information.

18.1.2 Multi-band PCL systems with spectrally
orthogonal illuminators

In the case of multi-illuminator configurations, it makes a huge difference if the
transmitter signals are orthogonal in frequency, like different frequency modulated
(FM)-broadcast channels, so that target echoes can unambiguously be assigned to
a transmitter. Thus, also in such PCL systems, which exploit the emission of
multiple, spectrally orthogonal transmitters, an ellipsoid intersection procedure can
be applied for target localization. This is the case when using FM-radio stations
of different carrier frequencies as illuminators. It is more complex in the case of
digital TV or digital radio where the broadcast signals are transmitted in single
frequency networks, where all transmitters transmit coherently the same signal.

822 Novel radar techniques and applications – volume 1



After highlighting the illuminator properties and the specific signal processing
steps for FM broadcast transmitters as example for multi-frequency networks and
digital audio broadcast (DAB)/DVB-T (Digital Audio Broadcast, Digital Video
Broadcast-Terrestrial) transmitters representing single frequency networks (see
also [2]), a hybrid PR system will be presented, followed by two demonstrator
examples.

18.2 Passive radar processing for sensors using
FM broadcast transmitters

18.2.1 Illuminator properties
FM radio is the world’s most widespread broadcast standard. Its most important
characteristics including some consequences for PR operation are shown in
Table 18.1.

FM is well suited for PR long-range coverage due to its large transmit power.
Compared to other broadcasting types FM transmitters typically show a relatively
wide antenna elevation characteristic and depending on their location often do not
use a down-tilt of the beam [3]. Figure 18.1 depicts the elevation diagram of a
typical FM transmit antenna [4].

Thus, FM provides a good airspace illumination even for high altitude targets.
However, as target range accuracy and range resolution depend on the signal
bandwidth, both are limited due to the low and varying bandwidth. The ambiguity
functions resulting from different kinds of signal content differ clearly. Speech
exemplarily leads to low resolution and high sidelobes due to its low bandwidth,
whereas reggae results in a narrow peak and low sidelobes. Therefore, as the per-
formance of a FM-based PR depends on the signal content, it is important to choose
the operating frequencies carefully.

Nevertheless, there are several ways to enhance the localization accuracy
resulting from the range resolution. It can be improved e.g. by multistatic illumi-
nation in combination with adequate data fusion and tracking algorithms. Also,
several FM-signals at different frequencies but originating from the same trans-
mitter station can be combined to obtain increased bandwidth and thereby to further
improve the range resolution [5].

Table 18.1 Typical characteristics of FM transmitters and consequences for
passive radar operation

Frequency band 88–108 MHz
Bandwidth 0–150 kHz variable with program content
Range resolution >2 km dependent on bandwidth
EIRP 10–100 kW
3 dB Beamwidth in elevation Approx. 9�
Detection capabilities Detections at far range and high altitudes possible

Low resolution
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18.2.2 Direct signal suppression
Figure 18.2 shows a rough overview of the single PCL signal processing steps. The
single steps are described in the following. Input for the signal processing is
IQ-data, consisting among others of the direct signal of the transmitter and target
echoes.

In order to reveal targets, which are masked by the much stronger direct signal
of the transmitter inside the range Doppler map, two signal processing methods are
combined.

With the help of adaptive beamforming the direct signal is suppressed by
forming a zero in the direction of the transmitter inside the beamforming pattern.
As the direct signal is quite important for the correlation process, in a second
beamforming step the direct signal is extracted as well for reference.

In addition, the so-called CLEAN algorithm [6] is used to subtract remaining
parts of direct signal and clutter in the final range Doppler map after correlation.

The result can exemplarily be seen in Figure 18.3 which shows a range Dop-
pler map before (left) and after (right) applying the CLEAN algorithm.

Finally, Constant False Alarm Rate (CFAR) detection is used to distinguish
between peaks induced by noise and target echoes.

The output of the signal processing are plot data which are still in the bistatic
space and consist mainly of bistatic range and bistatic Doppler. By combining the
bistatic detections of different transmitters inside tracking with a multi-lateration
approach, the position in 3D-space can be calculated. Depending on the number of
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transmitters the localization accuracy is then increased immensely compared to
the bistatic range resolution. Therefore, tracking is a rather important part of the
PR functionality. For further information on tracking see Part II of Volume 2 of
this book.

18.3 Passive radar processing using digital broadcast
transmissions

18.3.1 Illuminator properties
When broadcast illuminators of opportunity with digital wave forms are used for
PR purposes, namely DAB (DABþ) and DVB-T(2), the field strength produced by
a station depends, inter-alia, on effective radiated power, antenna heights, local
terrain and tropospheric scattering conditions. The antenna systems usually consist
of several individual radiating bays fed as a phased-array. Their radiation char-
acteristics concentrate the energy in the horizontal plane towards the population to
be served, minimizing the radiation out into space, which requires the vertical plane
radiation pattern to be tilted slightly below the horizontal. This is a common
procedure in broadcast engineering and is referred to as beam-tilt. DAB- and
DVB-T antennas generally have different elevation beamwidths, which make
DAB-illumination more suitable for higher elevation coverage. Examples of
elevation diagrams for typical DAB- and DVB-T antennas with beams of 11 and 3�,
respectively, are given in Figure 18.4.

Both DAB and DVB-T standards utilize the ’coded orthogonal frequency
division multiplex’ (COFDM) modulation. The DAB signal (according to EN 300
401, mode 1) is an orthogonal frequency division multiplex (OFDM) [7] coded CW
signal, which is subdivided into frames of 96 ms duration. Each frame consists of
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76 sections, called symbols with a length of 1.246 ms, each, plus a so-called null-
symbol of 1.296 ms length, where no signal is emitted. It leads the data symbol
flow of a frame and is used for a coarse time synchronization of the receiver.
The DVB-T standard [8] uses OFDM modulation schemes, where a number of N
closely-spaced orthogonal carrier frequencies are used to carry the Moving Picture
Experts Group-2 coded video signal. All carriers in one OFDM symbol are trans-
mitted simultaneously. An OFDM-frame is constituted by a set of 68 OFDM-
symbols. All data carriers in one symbol are modulated using quadrature phase shift
keying, 16-quadrature amplitude modulation (QAM) or 64-QAM modulations.

18.3.2 Single versus multi-frequency networks
Digital broadcast services in some countries are operating in so-called single
frequency networks, where all transmitters in the network transmit coherently the
same signal at the same time. This requires a highly synchronous network.
Synchronization is generally achieved by locking the transmitter oscillators to a
global positioning system (GPS) reference, which then can also be used to syn-
chronize the receiver. PR operation in such a single frequency network is only
unambiguous for target echoes, which have time delays with respect to the closest
transmitter (first) of the network, which are shorter than the delay of the signal of
the second closest transmitter (second). Target echoes with longer time delays may
have been exited by either the first or the second transmitter and the target location
is thus ambiguous. Furthermore, some broadcast networks deliberately introduce
delays into the transmissions in order to equalize the coverage. This makes it more
complicated to identify the receivers from their time delay pattern at the receiver
location. Identification of the transmitter in order to determine its location, how-
ever, is vital for target localization using the method of intersecting multiple
ellipsoids.

Other broadcast networks operate in so-called multi-frequency networks of
transmitters, where all transmitters use their own frequency. This makes it of course
easy to identify the source of an echo; however, the synchronization of the receiver
to the transmitter signal cannot be accomplished by GPS since there is no need for
the transmitter to operate in a GPS disciplined mode. Hence, there can always be a
phase jitter on the transmitter signal, which is difficult to compensate and can lead
to an increased noise floor.

18.3.3 Signal reconstruction
In order to exploit the DVB-T signal for radar purposes, the decoding of the
received signal is required. This ensures that an ideal replica can be synthesized,
which resembles the original coded signal as purely as possible. This signal is then
continuously updated and used in a correlation processing with the measured
signal. In a first encoding step, the received signal is synchronized using a reference
sequence. This sequence is a synthesized segment of four DVB-T OFDM symbols
containing only the known modulation of the scattered and continual pilots.
Correlating both signals results in a detection statistic that has a dominant peak at

Multi-illuminator and multistatic passive radar 827



the synchronization position. The correct location k of each carrier within the
received OFDM symbol can be determined.

The received signal in the frequency domain can thus be represented as

Y ðkÞ ¼
XN�1

n¼0

yðnÞe�ðj2pkn=NÞ; n ¼ 0; 1; 1; . . .;N � 1 (18.1)

¼ X ðkÞ � HðkÞ þ WðkÞ (18.2)

where H(k) denotes the channel response function of the channel and W(k) AWG
noise contribution.

Extracting the pilot carrier contribution Y(k) from the signal, the transfer
function of the pilots is determined by

Ĥ ðl; kpÞ ¼ Y ðl; kpÞ
X ðl; kpÞ kp ¼ 1; 2; . . .;Np (18.3)

where X(l, kp) denotes the well-known pilot carrier modulation in symbol l.
The channel characteristics for the remaining carriers can now be obtained

with linear extrapolation.
This algorithm uses the transfer functions from two successive pilot carriers kp

and kpþ1 to determine the channel response for the data carriers kd in between.
Let Ld be the number of carriers between two pilots then the transfer function is

given by

HðkÞ ¼ Ĥ ðkpÞ þ d

Ld
Ĥ kp þ 1
� �� Ĥ kp

� �� �
(18.4)

where 0 � d � Ld.
After applying the transfer function to each carrier, the resulting reconstructed

signal is de-mapped into the digital data stream. Figure 18.5 shows the phase states
of a reconstructed OFDM-symbol in a so-called constellation diagram of a 16
QAM DVB-T signal.

In contrast to the DVB-T standards, DAB and DABþ use a null symbol and a
reference symbol for synchronization.

In DAB, each data-frame starts with a null-symbol (no signal) for synchro-
nization, followed by a reference symbol, which can be exploited for signal
reconstruction. Comparing the phases of the specified reference symbol with the
phases of a measured DAB-signal after all delayed signal contributions have been
collected allows the estimation of the impulse response h(t) of the environment.

rðtÞ ¼ sðtÞ � hðtÞ (18.5)

The knowledge h(t) allows to reconstruct the originally coded digital broadcast
signal as it has been transmitted by each transmitter in the net. As the environment
may be subject to changes, the estimation of the transfer function has to be updated
continuously.
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18.4 A hybrid passive radar processing concept

The use of different types of illuminators, ranging from analogue FM-radio over
digital broadcasters like DAB and DVB-T to cell-phone base stations, WiFi and
satellite borne transmitters has been considered for short and medium range low
level air target detection [7–9]. They are characterized by individual strengths and
weaknesses with respect to radar requirements. In addition to the signal modulation
characteristics, their elevation illumination coverage has been analysed. As tech-
nology has now reached a sufficient readiness level, a hybrid PR concept for
medium-range air surveillance has been proposed [10] combining the best proper-
ties of selected donor networks for extended range and improved target resolution.

The system concept comprises a low frequency target detection component
(TDC) using FM-radio (88–108 MHz) emissions, a ‘high’ frequency target reso-
lution component (TRC) exploiting DVB-T emissions (450–900 MHz) and an
intermediate frequency component covering close-in high elevation airspace by
utilizing DAB or digital media broadcast signals.

The TRC and the high elevation component (HEC) are being cued by the TDC,
which provides longer range at the cost of a coarse resolution and reduced accu-
racy. Both the TRC and the HEC apply track-before-detect strategies and extended
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coherent integration with target motion compensation based on a high resolution
target Doppler measurement provided by the TDC. All components are equipped
with omni-directional array antennas for permanent volume surveillance with
multiple beams. In addition, the antenna feeding the TRC, has elements spaced in
two vertical planes to allow target elevation estimation. The signal processing
front-end applies the software-defined radar principle, sampling the received signal
according to the used bandwidth after band filtering in the radio frequency (RF)
domain using fast A/D converters with high dynamic range. Target detection,
tracking, cued tracking and height estimation are performed in a data processing
component comprising clustered high performance off-the-shelf processors.

A circular array of vertical dipoles covering the frequency band of 88 to 240
MHz feeds the front-end units of the TDC and the HEC. Depending on the required
degree of mobility/transportability, the chosen number of elements varies between
8 and 16. The TRC, using DVB-T emissions, is fed by two vertically stacked
circular arrays of vertical broad band dipoles. The number of elements doubles that
of the low-frequency array in both planes, thus leading to a number of elements
ranging from 32 to 64. All three circular arrays are designed to have approximately
the same diameter and can be mounted stacked on a common extendable mast.
A scheme for the complete stacked antenna concept is depicted in Figure 18.6.

Figure 18.6 Layered multi-frequency antenna concept (black ¼ 88–249 MHz,
red and blue ¼ 450–900 MHz, green ¼ Calibration elements)
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The principal signal processing concept of PR is based on the cross correlation
of a reference which is a replica of the transmitted broadcast signal and a delayed
echo signal, which is reflected by a target illuminated by the transmitter.

Both, the reference signal and the echo signal are obtained from the circular
array by digital beamforming after direct RF sampling. After proper bandpass
filtering and low-noise amplification sampling rates of up to 100 Msamp/s allow
the digitization – by under sampling – of the whole FM-spectrum or several DAB
or DVB-T channels, respectively, at a time. Parallel processing provides simulta-
neously a reference channel and target detection channels pointing in pre-
determined directions.

The general difference between the TDC using FM-radio signals and the HEC
and TRC using DAB and DVB-T signals, respectively, is the generation of the
reference signal. In the TDC the reference signal is generated through a separate
reference channel, which is directed towards the transmitter for optimum signal
quality.

The digital waveforms, COFDM, used in the HEC and TRC contain – in
contrast to FM-radio – synchronization information, which is required for proper
demodulation. It can be exploited to reconstruct the transmitted signal from the
received mix of direct signals and multi-path signals and generate a clean reference
signal without multi-path interferences.

Cross-correlation of the reference channel and the target echo channels and a
Fourier transform of time-spaced cross correlations provide a detection matrix
spread in bistatic range and bistatic range rate (Doppler). The range resolution is
determined by the signal bandwidth and the Doppler resolution by the integration
time. The detection threshold is determined by a range CFAR, which moves an
averaging window of range cells along with the cell under examination to adapt the
detection threshold to the local noise floor. A detection is declared, if the threshold
is exceeded in three or more neighbouring resolution cells. Such detection clusters
are used as seeds for range/Doppler tracks.

As stated before, the range resolution is dependent on the signal bandwidth
and determines the time, a target with a given radial velocity, where the term
radial applies only to a quasi-monostatic geometry, stays within the range cell
and thus the possible coherent integration time. Hence, the rather low bandwidth of
FM-radio signals providing range resolutions in the order of several kilometres
allows coherent integration times of up to 1 s. In contrast, the comparably high
bandwidths of DAB or DVB-T signals of 1.5 and 7.6 MHz, respectively, provide
high range resolution but drastically reduced coherent integration times.

If the target motion is known, e.g. from detections in the FM-radio component
of a system, procedures can be applied to compensate the motion dependent phase
and range walk in the other (DAB, DVB-T) components and extend the coherent
integration time beyond the time the target stays within the range cell. Such pro-
cedures have been developed e.g. for high range resolution radar applications like
ISAR (Inverse Synthetic Aperture Radar) and sound navigation and ranging
applications. They, however, require the knowledge of the target’s motion. In ISAR
applications, where target super-resolution is attempted, a recommended solution is
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the tracking of a single scattering centre to determine the target motion. In PR, a
small resolution cell simply prevents coherent integration of sufficient echo energy
to exceed the detection threshold.

With the comparably coarse range resolution FM-radio based PR provides,
long integration time in the order of a second and more can be spent to increase the
detection range. When cueing e.g. a DVB-T based PR (TRC) with detections from
the FM-based TDC, the integration time, consistent with the resolution cell may be
extended considerably, provided that motion compensation procedures and multi-
hypothesis tracking can be applied for longer detection ranges and larger coverage.

A multi-hypothesis track before detect procedure has to be developed on the
basis of the Doppler measurements performed in the TDC.

Let the carrier frequency of the transmitter providing the Doppler measure-
ment be f1 and the measured Doppler frequency fD1, the corresponding estimated
target Doppler shift in the TRC will be

fD2 ¼ fD1 �
f2

f1
(18.6)

with f2 being the carrier frequency of the DVB-T signal exploited in the TRC.
Using (18.6), a Doppler matched cross-correlation can be processed and a track can
be started in each TRC range cell falling into the larger TDC range cell. With the
target motion the bistatic angle b and the target velocity angle J vary and thus
varies with the bistatic Doppler.

fD ¼ 2 � v

l
� cosðJÞ � cos

b
2

� �
(18.7)

Thus, knowing the position of the transmitter as well as that of the receiver the
bistatic geometry is used to estimate the target Doppler in adjacent range cells
under the assumption of a linear flight trajectory and thus allows range cell
exceeding coherent integration. Thus, the number of track hypotheses equals
the number of TRC range cells filling one TDC range cell. If the other flight
trajectories – with varying Doppler e.g. – shall be allowed, the number of
hypotheses will increase according to the allowed Doppler gradient. This has to be
respected in the range/Doppler tracking.

Once a range/Doppler track has been established and confirmed, the track head
is transformed into Cartesian coordinates and a Cartesian tracking algorithm [11] is
applied. A detailed description of a multi-hypothesis-tracker and the development
of tracking algorithms for PR can be found in Chapter 11 (‘Multistatic tracking for
passive radar applications’) of Part II of Volume 2 of this book.

18.5 A multi-illuminator passive radar system

A multi-illuminator PCL demonstrator/prototype system, which bears the potential
to apply the above described hybrid PR has been proposed by Airbus DS, Germany.
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All design considerations for the multi-illuminator system of Airbus DS were
directed towards a mature and fully mobile assembly. It therefore covers analogue
FM broadcast as well as DAB and DVB-T waveforms with a single mast multi-
band antenna. The system is able to process multiple FM transmitters simulta-
neously as well as DAB single frequency networks (SFNs) and DVB-T SFNs in
real-time. Electronic equipment and operator’s workstations are integrated in a
specific PR van which comprises the integrated, extendible antenna mast system.
The innovative system design enables full mobility and flexible deployment in all
kinds of terrain. Figure 18.7 shows the van in transport mode (left side) and
operational mode (middle). For transportation the lifting arm is retracted and the
antenna elements are removed by quick fasteners. On-site system installation can
be realized within 30 min. An additional picture gives insight into the PR van
and shows the operator’s work environment with three independent work stations
(right).

The system architecture of the multi-band PR system is shown in Figure 18.8.
The integrated multi-band antenna system uses 21 elements distributed on three
elevation levels. This antenna structure provides 360� azimuth coverage and
enables 3D bearing detection. The antenna comprises an integrated calibration
system for improved bearing accuracy. The FM and DAB sub-systems use seven
antenna elements and seven channel direct sampling and down-conversion

Figure 18.7 Passive radar van and operator consoles
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receivers. DVB-T is received and processed by direct down-conversion in 14
channels with antennas on two elevation levels for additional elevation angle
bearing detection. Real-time processing is implemented on commercial PC hard-
ware based on standard quad core processors. An enhanced multi-hypothesis
tracking system resolves ambiguities resulting from the multi-illuminator situation
for digital SFNs and fuses FM, DAB and DVB-T detections and range-range
rate-tracks to optimize spatial coverage and localization performance. The MMI
(man–machine interface) consists of three separated displays. The signal proces-
sing engineering console allows the display of e.g. antenna amplitude levels,
the frequency spectrum of the received signals as well as the processed range
Doppler maps.

In addition, a tracking engineering console is realized for the display of inter-
mediate tracking results and further internal parameters. The fused output tracks are
visualized on the professional and end-user oriented operator console ViSys
(visualization system). ViSys is a modern air surveillance MMI which is based on a
standard product for the German-Improved Air Defence System (GIADS). For
reference purposes, a commercial automatic dependent surveillance – broadcast
(ADS-B) receiver is part of the system. Its tracks can also be displayed on ViSys for
real-time comparison between actual air picture and the PR performance.
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Figure 18.8 PR system architecture
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To use existing infrastructures like the already mentioned GIADS the PR
output data is mapped into standard ASTERIX protocol formats (so-called cate-
gories ‘CAT’ [12]). Active radars typically transfer their data in CAT048 (incl.
CAT034) for plots respectively CAT062 for tracks.

Unlike active radar plots the individual bistatic PR plots consisting of bistatic
range and Doppler depending on the transmitter do not allow a location of the
target in 2D/3D. Thus the transmission of real PR plot data is meaningless to
standard multi-sensor tracking systems and operators. Hence, the same tracker
output data is used for coding track positions as ‘pseudo plots’ in CAT048 as well
as track positions including velocity and heading as tracks in CAT062.

Since common visualization tools do not provide track history information for
CAT062, the additional parallel display of ‘pseudo plots’ in CAT048 visualizes
both, the high update rate as well as the track behaviour including track attributes as
heading and speed. Figure 18.9 shows the combined information on ViSys.

The PR is able to provide the ASTERIX data over a Transmission Control
Protocol/Internet Protocol data link for the immediate vicinity of the system. For
long-distance data transfer a Universal Mobile Telecommunications System
(UMTS) interface has been implemented to support mobile operation [3].

Figure 18.10 gives an overview of the target types which have already been
successfully used for measurements with the above described sensor. Green-
marked fields show the individual waveforms which contributed to the detection
process. White fields do not necessarily mean that the target was not detected with
the corresponding waveform but show that the test has not been carried out.

The results match clearly with the before analysed characteristics of the dif-
ferent waveforms due to the low-range resolution obtained with FM-signals targets
in short distance up to a few kilometres cannot be detected with FM because they
are masked by the direct signal. As very low flying or ground and sea targets may
be shadowed in higher distances, the FM-waveform is not suitable for those kinds
of objects. Besides slowly moving targets like some ground and sea targets, stay in

Figure 18.9 Display of passive radar data in CAT048/062 in parallel
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one range cell for several processing intervals. This fact adds to the difficulty of
detecting and tracking this kind of target with FM. In contrast, air targets at higher
altitudes like airliners, fighters, light and ultra-light aircrafts etc. could all be per-
fectly detected and tracked with FM.

In contrast, the DVB-T waveform with its large bandwidth and therefore high
resolution is able to resolve very small targets even in distances down to 10–20 m.
The narrow and downwards-tilted beam of the transmit antenna makes it impos-
sible to detect cruising airliners, but is on the other hand advantageous for ground,
sea and low flying targets.

DAB does not have its own coverage area where neither FM nor DVB-T
contributes. However, it supports and improves the results of the remaining
waveforms in different aspects. As its range resolution lies somewhere between FM
and DVB-T, it increases the high resolution area in vertical direction and enhances
the localization accuracy of mainly FM based tracks in areas where DVB-T cannot
contribute.

Altogether, the different waveforms complement each other perfectly and
produce a complete air picture of good quality.

The performance of the described sensor has been tested extensively during the
last years. Figure 18.11 shows an overview of the recorded tracking data collected
all over Germany in several measurement campaigns. The maximum achieved
range of the sensor locations differs due to the surrounding transmitter landscape
and interference sources. However, detailed analysis of the sensor site before the
measurement helps to optimize the exact position and increases the range in many
cases.

In addition, trials and demonstrations in Switzerland and Poland took place
which also showed the potential of PR even in hilly terrain.
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Figure 18.10 Detected target types
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18.6 Multistatic, multi-illuminator passive radar
applications

18.6.1 A multistatic PCL cluster for low-level
target gap coverage

One possibility to increase track range or to improve the localization accuracy is
given by operating multiple sensors in a sensor cluster network. The data of the
single sensors is processed in a central tracker, encrypted and fed into an external
network, e.g. MilRADNET (German military radar data network). The sensor
cluster network here appears as a unity for the outside world. The number of sen-
sors, their configurations and arrangement depend on the specific task in the area of
interest to meet the particular requirements. The principle is shown in Figure 18.12.

There are two different approaches to fuse the data of the single sensors. The
data of both systems can be fused in the central tracker on bistatic plot level. This
leads to intersections of ellipsoids with different focal points representing the two
different sensor positions. This approach is very efficient, especially, for low den-
sity transmitter infrastructures. In this case, a single sensor probably could not
provide a 3D-air picture due to the limited transmitter-sensor geometry.

The second method is the sensor data fusion based on track-level using a track-
to-track correlation algorithm. This method is rather applied in dense-target
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Figure 18.11 Overview of trials in Germany
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scenarios with a huge amount of contributing transmitters, in order to remove
computing load from the global solver of the multi-hypothesis tracking system. For
detailed information on PR tracking methods see Part II of Volume 2 of this book.

In order to benefit from sensor cluster operation, a second sensor, the
portable PR, was realized as a nearly one-to-one copy of the FM/DAB part of the
mobile system. Up to now, the system can be operated either in FM or DAB mode.
In sensor cluster operation, the portable system acts as slave and sends its plot or
track data to the mobile system which acts as master. Figure 18.13 shows a picture
of the mobile and the portable system (right) [13].

Below, a specific sensor cluster measurement scenario is described. The master
sensor is located in Bavaria close to the Czech boarder. The slave sensor is operated
in Ulm. The distance between both sensors is approximately 240 km. In this trial,
the master sensor (blue) processes FM, DAB and DVB-T. The slave sensor (red)
operates in the FM band. Distances between processed transmitters and sensors are
up to 110 km for FM. Figure 18.14 shows the individual tracks of both sensors
operated as stand-alone without any interaction.

Now the data of both systems are fused on plot level. Figure 18.15 highlights
the additional benefit resulting from the plot-based central tracking.

The coverage enhancement of operating two sensors together is evident. Track
updates generated by the master sensor are marked in turquoise. Updates resulting
from the slave sensor are marked red. Mixed tracks are generated in an overlapping
area between both sensor positions. Within this area tracks from a single sensor
would not remain stable for a long-time period. Plot-based data fusion especially
enhances the overall performance in low transmitter density infrastructures, e.g. in
areas close to the maximum range of an individual single sensor [13].

The second sensor cluster campaign in 2013 in an alpine valley in Switzerland
was motivated by the difficulty to achieve good radar coverage in mountainous
areas. During preparation, preliminary measurements were conducted, coverage
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calculations were performed etc. The preparation showed that the transmitter
infrastructure within the valley was challenging in terms of transmitter variety
and transmit power. Due to the topography, the transmitters were located at
both ends of the valley and caused therefore suboptimal geometries for the
multi-lateration task. Those pre-conditions had to be compensated by using two

Figure 18.14 Individual sensor tracking results

Figure 18.13 Picture of the portable 2nd sensor of Airbus DS (right)
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dislocated PR sensors in order to enable proper 3D-tracking. Both systems
(master and slave, description above) were located at the valley bottom, about
10 km away from each other and connected via a dedicated UMTS link. This
enabled the combination of bistatic plot data of the two sensors to a 3D-air-
picture in real-time by a global-tracker. The valley, the location of the two
sensors (blue) and the virtual sensor cluster position (white cross) are depicted
in Figure 18.16.
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Figure 18.15 Mixed track updates
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For performance evaluation, a PC12 aircraft (equipped with GPS) was flying
along dedicated patterns. It is shown in Figure 18.17. In parallel, some targets of
opportunity (airliners and VFR traffic) were also detected and evaluated on the
basis of their ADS-B emissions.

Some of the results are described in the following. The trajectories were
located in a distance of up to 8 km around the virtual sensor cluster position in
different flight altitudes.

Figure 18.18 shows the resulting tracks of the co-operative target for a flight
altitude of 1,300 m above sea level (ASL) in red, the GPS reference in green and
further tracks of targets of opportunity in blue. In total, 84% of the trajectory was

Figure 18.17 Cooperative target ‘PC12’
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covered with an accuracy of approximately 200 m. Due to the narrowness of the
valley and the tight curves this is a convincing result.

As most transmitters are installed with a significant beam-tilt towards the
ground due to the topographic conditions, low altitude targets were expected to
show better performance than higher ones. This is verified by comparing the result
described above with the result for the same trajectories in an altitude of 1,900 m
ASL where 75% could be covered.

The measurement shows that a length of 16 km and thus half of the valley can
be covered by a cluster of two sensors. Therefore, at most four sensors are enough
for the whole valley. As an alternative, directive antennas may allow to further
reduce the number of sensors [14].

18.6.2 A passive radar based warning sensor network
for aviation obstacles

On the other end of the spectrum of applications, a short range PR network in
support of air traffic safety in the vicinity of wind farms is proposed.

Wind energy is an important pillar of the renewable energy mix and has been
growing continuously during the recent years. Its acceptance among citizens,
however, is not only fostered by the environmentally friendly attitude of wind
energy, but also restricted by its visual and acoustic appearance, modifying
the picture of nature. In particular, at night, when the red collision-avoidance-
illuminations print blinking lines on the sky, people feel bothered by this safety
feature. Moreover, birds are attracted by the red blinking lights and may suffer fatal
collisions with the blades of the wind turbines. Thus, switching on the collision-
avoidance-illumination on demand, only, when an aircraft appears within a
protection sector of a wind farm is a requirement of the wind energy community.
Here, the PARASOL (which is a German acronym ‘Passiv Radar basierte Schaltung
der Objektbefeuerung für die Luftfahrt’) system is proposed, which is based on
low cost PR technology. PARASOL stands for PR-based switching of object-
illumination for air traffic.

The PARASOL system [15], which is now installed in the wind farm
Reussenkoege in northern Germany consists of three sensors, each of which can
operate on the frequency range from 450 to 850 MHz to use the DVB-T trans-
missions of the digital TV networks operated in Germany. Each sensor measures
the direct signal coming from the DVB-T transmitter and echo signals coming from
the environment. The direct signal is used to re-construct the transmitted signal
to obtain a clean replica for cross-correlation with the echo signals. The cross-
correlation process is performed for each symbol disregarding the guard interval in
order to avoid artefacts induced by signal periodicities. Multiple cross-correlation
products are then integrated via fast Fourier processing (FFT) to obtain Doppler
information and collect energy from weak target returns. The length of the FFT
corresponding to the integration time depends on the expected target-velocity and
should not exceed the time the target maintains within the resolution cell. The result
of this processing chain is a bistatic range versus bistatic Doppler matrix with the
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ground returns distributed along the zero Doppler line and moving target echoes
distributed in the positive and negative Doppler planes. Figure 18.19 shows an
example of such a range/Doppler matrix [16,17].

A Cartesian target location is determined through the intersection of three
time-difference-of-arrival ellipsoids from the three sensors. A PARASOL sensor
operates with two parallel channels to process the signals received by two vertically
stacked antennas for interferometric height measurement. Each channel consists of
an RF-module and an analogue digital converter/field programmable gate array
module. Both channels feed into a high-performance PC module.

One of the main challenges is the optimum distribution of the sensors in the
wind farm. For practical reasons, the sensors are mounted on the pylons of wind
turbines, taking advantage of their internal power supply and communication
network. All sensors should have approximately the same coverage to ensure that a
target echo is received by all three sensors. Only when an echo of the same target is
received by all sensors of the system, ellipsoid intersections can be calculated and
the Cartesian location of a target can be determined. The constraints taken into
consideration range from the transmitter characteristics over target reflectivity
assumptions to signal-to-interference ratio (SIR) induced by the direct transmitted
signal. The transmitter-characteristic is primarily described by the transmitted
power and the transmitter antenna characteristics in azimuth and elevation. While
the azimuth directivity of a DAB or DVB-T broadcast antenna is mostly omnidir-
ectional, the elevation characteristic shows a very narrow beam in the order of 3 to
5�, mostly with a tilt towards the horizon. As a further constraint the receiver-
antenna characteristics including the shielding influences of the wind power pylon
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have to be respected. Such constraints lead to an optimization tool for sensor
locations with the task to achieve the coverage of a given area around and above a
wind power farm. Figure 18.20 shows an example of two sensor distributions, one
of which can cover the southern part (a) and one the northern part (b) of a wind
farm located in northern Germany using a close DVB-T transmitter as illuminator.
White dots indicate the locations of wind power plants, white dots with circles
indicate the location of the PARASOL sensors.

After a location optimization procedure using the above mentioned tool, a set
of three sensors has been installed in a wind farm in Schleswig-Holstein in northern
Germany. The antenna units have been mounted on the mast of wind turbines in
such a way that the direct signal is received strong enough to allow signal recon-
struction but is still reduced in power to limit the required dynamic range of the
system allowing small-target detection. A photo of the installed antenna unit is
depicted in Figure 18.21.

18.7 Perspectives for multistatic multi-illuminator
PCL systems

The first section of the previous chapter showed the clear advantages of sensor
cluster operation. The coverage for a network of two sensors is not only double but
more than that, since ellipsoid intersections of transmitter receiver pairs of both
sensors are possible. In addition, the localization accuracy gets improved with the
number of sensors, depending of course on the size of the overlapping area. In order
to predict the amount of improvement, exact knowledge of the used waveforms and
the geometries between the involved sensors and illuminators is required.

Due to those advantages, the future PRs should consist of two or more sensors,
each operating in the FM, DAB and DVB-T band, typically exchanging bistatic
plot data in order to optimize coverage and accuracy. They should apply the pro-
cessing scheme described in Chapter 4. With this configuration, it will be possible
to cover a medium range with high precision (DAB and DVB-T) and a larger range
around the focal point of the sensors with improved FM accuracy. The resulting
detection performance in low and medium-altitude scan be comparable with med-
ium-range active air surveillance radars (high accuracy up to 30 km, standard
accuracy up to 100 km) while acquisition and maintenance cost are considerably
lower and flexibility is higher.

Taking into account its physical characteristic of silent operation without any
radio emissions, PR will provide radar performance where active radars are less
suitable. This applies in a military environment primarily where operation of
a radar shall not be made visible to others. A second major advantage is the use
of PR where active radars are simply forbidden to be used, for example in urban
environment or harbours. Finally, the absence of radio emissions guarantees
operation independent from authority approvals and without disturbance of any
other radio based equipment, which will help both fixed installations as well as
rapid deployment.
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For short-range applications, like in the shown example of a wind farm collision-
warning system PR systems of the PARASOL type can be cost efficient alter-
natives to active radar networks, which always require a frequency allocation.

Future fields of application and challenges in multi-illuminator multistatic
PR will no longer be restricted to stationary radar networks but rather include
moving platforms and clusters of moving platforms. First approaches to motion-
compensation procedures, based on on-board inertial systems (reference) have been
discussed and trials on naval vessels have been performed. Airborne PR sensors
and sensor networks will be considered in future as they may provide advantageous
properties in detecting low-level and ground targets, which are well within the
range of illumination of broadcast transmitters, while airborne PCL platforms could
benefit from reduced direct illumination through their sidelobes. A major challenge
will be the special synchronization and the compensation to the platform motion
influencing the generation of a motion free replica of the transmitted signal as a
reference for cross-correlation.

Figure 18.21 Antenna unit (2 discone antennas) on mast
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List of acronyms

DAB digital audio broadcast

DVB Tdigital video broadcast terrestrial

PCL passive coherent location

FM frequency modulated (broadcast)

EIRP effective isotropic radiated power

PR passive radar

CFAR constant false alarm rate

ERP effective radiated power

COFDM coded orthogonal frequency division multiplex

OFDM orthogonal frequency division multiplex

QPSK quadrature phase shift keying

QAM quadrature amplitude modulation

GPS global positioning system

TDC target detection component

TRC target resolution component

HEC high elevation component

DMB digital media broadcast

ISAR inverse synthetic aperture radar

SONAR sound navigation and ranging

SFN single frequency network

MFN multiple frequency network

MMI man–machine interface

ViSys visualization system

GIADS German-Improved Air Defence System

MST multi-sensor tracker

TCP/IP Transmission Control Protocol/Internet Protocol

UMTS Universal Mobile Telecommunications System

MilRADNET German military radar data network

ADS-B automatic dependent surveillance – broadcast

ASL above sea level

PARASOL Passiv Radar basierte Schaltung der Objektbefeuerung für die
Luftfahrt

FFT fast Fourier transform

RF radio frequency

ADC analogue digital converter

FPGA field programmable gate array
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Chapter 19

Passive MIMO radar networks

Daniel E. Hack*, Lee K. Patton* and Braham Himed**

Abstract

In distributed sensing applications, the nodes of a sensor network cooperatively
detect and localize targets of interest. In particular, active multiple-input multiple-
output (MIMO) radar (AMR) uses multiple transceivers to transmit separable
signals and receive the scattered returns, while passive MIMO radar (PMR) uses
multiple receivers to receive the direct-path (transmitter-to-receiver) and target-path
(transmitter-to-target-to-receiver) signals originated by multiple non-cooperative
transmitters to detect and localize targets. This chapter surveys recent results in the
theory of centralized detection in PMR networks. Generalized likelihood ratio test
(GLRT)-based detectors for PMR detection have been developed and their perfor-
mances are compared to related detectors for AMR and passive source localization
(PSL) sensor networks. PMR detection sensitivity and ambiguity are then analyzed
as a function of both the target-path and direct-path signals-to-noise ratios (SNRs).
The results demonstrate that PMR detection sensitivity and ambiguity approach that
of active MIMO radar sensor networks when the direct-path SNRs are sufficiently
high. Conversely, PMR detection sensitivity and ambiguity approximate that of
passive source localization sensor networks when the direct-path SNRs are suffi-
ciently low. In this way, PMR networks unify these related active and passive sensor
network architectures in a common theoretical framework.

19.1 Introduction

Passive radar is a type of radar that exploits the emissions from one or multiple
non-cooperative transmitters to detect, localize, track and/or image targets. The
transmitters are non-cooperative in the sense that their emissions are not controlled
by the passive radar system. Typically, the passive radar will know the frequency
channels (centre frequency and bandwidth) and modulation types of the exploited
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signals, but not their instantaneous modulations. Commonly exploited signal types
include terrestrial radio and television broadcasts, cellular communications and
emissions from communications and navigation satellites [1,2]. Even though a
passive radar system consists of only non-transmitting receiver sites (hence the
term passive), the combination of a passive radar system and the non-cooperative
transmitters exploited by that system may be described as a passive radar network.

The transmitter–receiver topology of a passive radar network may be classi-
fied as bistatic, multistatic, or multiple-input multiple-output (MIMO). A passive
bistatic radar, shown in Figure 19.1(a), consists of one receiver that exploits the
signal emitted by one non-cooperative transmitter. This type of passive radar is also
commonly termed passive covert radar or passive coherent location. A passive
multistatic radar network consists of either one receiver that exploits the signals
emitted by multiple distributed non-cooperative transmitters (Figure 19.1(b)), or
multiple distributed receivers that exploit the signal emitted by one non-cooperative
transmitter (Figure 19.1(c)). Due to the availability of non-cooperative transmitters,
the single-receiver multistatic configuration is more common than the single-
transmitter configuration. Finally, a passive MIMO radar (PMR) network, shown in
Figure 19.1(d), consists of multiple distributed receivers that exploit the signals
emitted by multiple distributed non-cooperative transmitters. PMR networks are
the most general because they reduce to passive bistatic and passive multistatic
radar networks as special cases.

Tx 1

Rx 1

(a) Bistatic

Tx 2

Tx 1

Rx 1

(b) Single-receiver multistatic

Tx 1 

Rx 1 

Rx 2 

Rx 3 
(c) Single-transmitter multistatic

Tx 2

Tx 1

Rx 1 

Rx 2 

Rx 3 
(d) Multiple-input multiple-output

Figure 19.1 Passive radar network topologies. (d) Copyright � 2014 IEEE.
Reprinted, with permission, from [6]
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The transmitted signals in a PMR network can occupy overlapping or distinct
frequency channels. For example, broadcast digital television according to the Digital
Video Broadcast-Terrestrial (DVB-T) standard uses a single-frequency network con-
figuration in some European countries, in which the same signal is simultaneously
transmitted on multiple distributed transmitters in the same frequency channel.
In contrast, frequency modulated (FM) radio uses a multi-frequency network con-
figuration, in which signals are transmitted within a given geographic region on
non-overlapping frequency channels. Exploitation of single-frequency networks
complicates the data association problem by introducing measurement origin ambi-
guity in the sense that the transmitter that originated a given measurement is uncertain.
This challenge has been addressed in recent passive radar publications [3�5] and is not
addressed in this chapter, which considers multi-frequency networks only.

Within each frequency channel, the signal environment observed by the
receivers in a PMR network consists of direct-path, clutter-path and target-path
signals. This is shown in Figure 19.2. The direct-path signal is a copy of the
transmitted signal received via the transmitter-to-receiver propagation channel.
The clutter-path signal is the superposition of many transmitted signal copies
received via a diversity of bistatic transmitter-to-ground-to-receiver propagation
channels. The target-path signal is a copy of the transmitted signal received via
the bistatic transmitter-to-target-to-receiver propagation channel. In typical oper-
ating conditions, the direct-path signal exceeds the strength of the clutter-path
signal, and both the direct-path and clutter-path signals far exceed the strength of
the target-path signal. For this reason, the direct-path and clutter-path signals are
interference sources that must be mitigated to make target detection possible [7�9].
On the other hand, the direct-path signal also serves a crucial role by providing the
passive radar system with an estimate of the otherwise-unknown instantaneous
modulation of the transmitted signal. This estimate, though imperfect, enables a
passive radar system to approximate the performance of active radar systems, in
which the transmit signals are known.

The conventional approach to detection and localization in passive radar net-
works is decentralized in the sense that detection is performed independently by each
bistatic (transmitter�receiver) pair, and the resulting detections are fused across pairs
to localize targets in Cartesian space [10�13]. First, the direct-path and target-path
signals are isolated into reference and surveillance channels, respectively. This is
accomplished by pointing directional antennas at the transmitter and surveillance

Target-path 

Direct-path 

Clutter-path 

Figure 19.2 Passive radar signal environment
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volume, respectively [14,15], or by digital beamforming in multi-channel systems
[16�19]. Additional measures are often taken to suppress residual direct-path and
clutter-path leakage [7,9,20,21].1 The cross-ambiguity function (CAF) between the
reference and surveillance channels is then computed, and target detection is declared
in reference–surveillance CAF (RS-CAF) range-Doppler cells that exceed a thresh-
old value. Finally, the resulting detections are associated across bistatic pairs to
localize and track targets in Cartesian space [5,10�12].

The performance of the conventional processing chain depends on many system
and scenario parameters including the location and number of transmitters and
receivers, the effective radiated power of the transmitters, the target radar cross sec-
tion (RCS), the noise figure and dynamic range of the receivers and many others. Two
fundamental parameters that capture many of these dependencies are the reference
and surveillance channel signal-to-noise ratios (SNRs); more precisely, the SNRs of
the direct-path and target-path signals within the reference and surveillance channels,
respectively. The relationship between this two-dimensional SNR parameter space
and performance is illustrated in Figure 19.3. Surveillance signal quality may range
from low to high SNR. Similarly, reference signal quality may range from absent
(SNR ! �1) to perfect (SNR ! þ1). Intuitively, performance should increase as
the reference and/or surveillance signal SNRs increase. The specific way in which this
holds true has only recently begun to be studied and understood [6,22,23].

The objective of this chapter is to characterize the detection performance of
PMR networks over the entire reference–surveillance SNR space. The approach is
to present a centralized generalized likelihood ratio test (GLRT) detector for PMR
networks, and to study its detection sensitivity and ambiguity over this space.
Centralized processing, in which the time series data from all receivers are jointly

Reference
signal
quality

Perfect 

Absent 

Surveillance signal quality 

Im
pro

vin
g p

erf
orm

an
ce

High
SNR

Low
SNR

Active radar 

Passive source
localization

Figure 19.3 PMR performance versus reference and surveillance signal quality

1Some of these approaches entail demodulating and remodulating the direct-path signal to provide a
higher quality reference signal. This type of processing is not carried out in this chapter.
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processed to detect targets, generally achieves better performance than decen-
tralized processing, and thereby represents an upper bound on performance.
Clutter-path interference is not addressed in this chapter but is assumed to have
been previously mitigated using techniques such as those described in [9,20].
GLRTs are presented in parallel for distributed active MIMO radar (AMR)
and passive source localization (PSL) sensor networks.2 AMR networks
(Figure 19.4(a)) use multiple distributed transceivers to transmit known separable
signals and receive the scattered returns [24,26]. PSL networks (Figure 19.4(b))
use multiple receivers to intercept signals transmitted by the target itself [27,28].
Conceptually, these networks bound PMR performance by occupying two one-
dimensional cuts of the SNR space in Figure 19.3. AMR networks utilize known
transmit signals (i.e., perfect references), while PSL networks have only target-path
signals (i.e., no references). Examining the performance of AMR and PSL sensor
networks allows us to better understand PMR performance by placing it in context of
these more familiar sensor networks.

The results of this chapter show that PMR is intermediate to AMR and PSL
networks. When the reference signals are high quality, PMR sensitivity and
ambiguity approach that of AMR networks. When the reference signals are low
quality, PMR sensitivity and ambiguity are similar to that of PSL networks. When
the reference signals are of intermediate quality, PMR sensitivity and ambiguity are
intermediate to that of AMR and PSL networks and exhibit characteristics of both.
In this way, PMR networks unify AMR and PSL sensor networks within the
framework shown in Figure 19.5.

The remainder of this chapter is organized as follows: first, signal models are
presented for PMR, AMR and PSL sensor networks in Section 19.2. Centralized
GLRTs are then presented for each sensor network in Section 19.3. Detection sensi-
tivity is investigated by numerical simulation in Section 19.4, followed by ambiguity
in Section 19.5. Finally, the results of this chapter are summarized in Section 19.6.

2In this chapter, AMR refers to what is commonly termed distributed, non-coherent, or statistical MIMO
radar [24]. This is in contrast to coherent MIMO radar, in which multiple co-located phase centers
transmit distinct signals and jointly process the return [25].

Tx-Rx 2 

Tx-Rx 1 

Tx-Rx 3 
Active MIMO radar

Rx 2 

Rx 1 

Rx 3 
Passive source localization(b)(a)

Figure 19.4 Related sensor networks. Copyright � 2014 IEEE.
Reprinted, with permission, from [6]
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19.2 Signal models

19.2.1 Passive MIMO radar
Consider a PMR network with Nt transmitters and Nr receivers. Figure 19.6 depicts
the geometry and signal environment of the ijth bistatic pair, which consists of the
ith transmitter and jth receiver. The positions of the ith transmitter, jth receiver and
target are denoted by di, rj and t, respectively, and their velocities by _di, _rj and _t.
All positions are implicitly time-dependent, and the transmitter and receiver posi-
tions are assumed known. Let tij

d denote the direct-path propagation delay,

tij
d ¼ 1

c
Rij

0 ¼ 1
c
krj � dik; (19.1)

where c is the speed of light, Rij
0 is the transmitter-to-receiver range and k � k

denotes the vector ‘2-norm. Similarly, let nij
d denote the direct-path Doppler shift,

nij
d ¼ � 1

li
_Rij

0 ¼ �1

li

rj � dið ÞT ð _rj � _diÞ
krj � dik ; (19.2)

where li ¼ c=f i
c is the ith transmitter’s wavelength and f i

c is the ith transmitter’s
carrier frequency in Hertz. Finally, let tij

t and nij
t , the target-path propagation delay

and Doppler shift, be defined similarly as,

tij
t ¼ ti

t;1 þ tj
t;2 ¼ 1

c
Ri

1 þ Rj
2

� � ¼ 1
c
kt � dik þ krj � tk� �

(19.3)

nij
t ¼ ni

t;1 þ nij
t;2 ¼ � 1

li
_Ri

1 þ _Rj
2

� �
¼ � 1

li

t � dið ÞTð_t � _diÞ
kt � dik þ rj � tð ÞT _rj � _t

� �
krj � tk

 ! (19.4)

where Ri
1 is the transmitter-to-target range and Rj

2 is the target-to-receiver range.
As discussed in Section 19.1, the incident signal at the jth receiver’s antenna is

the sum of all direct-path, target-path and clutter-path signals across all transmit
frequency channels, which are assumed to be non-overlapping in frequency.
The incident signals are channelized in frequency, demodulated to baseband and

Unknown signals 

Known signals 

Transmitting target 

Illuminated target

Low-quality
references

High-quality
references

PMRPSL AMR

Figure 19.5 Relationships between PSL, PMR and AMR networks
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sampled in time. Within each frequency channel, the direct-path signal is isolated by
beamforming in the known transmitter direction, and the target-path signal by
beamforming in the anticipated target direction while nulling the transmitter direc-
tion, thereby forming reference and surveillance channels, respectively [16�19].
Residual clutter-path returns in the reference channel can be mitigated, at least in
part, by equalization [9,20]. Similarly, any residual direct-path or clutter-path signals
within the surveillance channel can be mitigated via adaptive cancellation [21,29].
It is assumed the target-path and direct-path signals are perfectly isolated by these
means, which represents a best case scenario. Let sij

s 2 CL�1 and sij
r 2 CL�1 denote

the resulting length-L complex baseband surveillance and reference signals,
respectively, on the ith frequency channel of the jth receiver, given by

sij
s ¼ gij

t Dij
t ui þ nij

s

sij
r ¼ gij

d Dij
d ui þ nij

r ;
(19.5)

where ui 2 CL�1 is the unknown complex baseband signal emitted by the ith

transmitter; Dij
d ¼ D tij

d ; n
ij
d

� � 2 CL�L and Dij
t ¼ D tij

t ; n
ij
t

� � 2 CL�L are delay-Doppler
operators that account for the delays and Doppler shifts imparted to the ith transmit
signal as it propagates to the jth receiver along the direct and target paths, respec-

tively; gij
d and gij

t are channel coefficients that account for the complex scaling of ui

associated with the ijth direct-path and target-path channels, respectively; nij
s and nij

r

are circular Gaussian noise vectors distributed as CN 0L; s2IL�Lð Þ with known
variance s2 that are independent across transmit channels and receivers, i.e.,

E nij
s nkl

s

� �H
n o

¼ s2di�kdj�lIL�L; (19.6)

E nij
r nkl

r

� �H
n o

¼ s2di�kdj�lIL�L; (19.7)

E nij
s nkl

r

� �H
n o

¼ 0L�L; (19.8)

where 0L is the length-L zero vector, 0L�L is the L � L zero matrix, IL�L is the L � L

identity matrix, ð�ÞH is the Hermitian transpose and dx is the Kronecker delta.

γd Dd
ij ij

γt,1 Dt,1
ij ij

γt,2 Dt,2
ij ij

Direct-path 

Target-path 

ith Tx

jth Rx 
Target 

Figure 19.6 Geometry of the ijth bistatic pair in a PMR network
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The operator Dðt; nÞ 2 CL�L is the unitary linear delay-by-t and Doppler
shift-by-n operator defined by

D t; nð Þ ¼ DL
n
fs

� �
WH DL � tfs

L

� �
W; (19.9)

where

DLðxÞ ¼ diag e j2p 0ð Þx; . . .; e j2pðL�1Þx
h i� �

2 CL�L (19.10)

and diagðxÞ for x 2 CL is the L � L square matrix with diagonal elements x and
W 2 CL�L is the unitary discrete Fourier transform matrix. Note that the target-path
delay-Doppler operator Dij

t can be factored (ignoring a unimodular complex scale
factor) into the product of two operators (see Figure 19.6),

Dij
t ¼ Dij

t;2Di
t;1 (19.11)

where Di
t;1 ¼ D ti

t;1; ni
t;1

� �
and Dij

t;2 ¼ D tj
t;2; n

ij
t;2

� �
characterize the delays and

Doppler shifts of the first and second legs of the bistatic target-path channel,
respectively.

Observe that the coefficients gij
d and gij

t are multiplicative with ui in (19.5).
Consequently, the transmit signal ui is defined such that kuik2 ¼ L and the
composite scaling of ui is accounted for by gij

d and gij
t . The direct-path coefficient

gij
d accounts for the transmitter’s effective radiated power in the receiver direc-

tion, spreading and absorptive losses of the transmitter-to-receiver propagation
path, and the receiver antenna’s effective aperture in the transmitter direction.
The target-path coefficient gij

t can be factored into the product of two coefficients
(see Figure 19.6),

gij
t ¼ gij

t;2 g
ij
t;1; (19.12)

where gij
t;1 accounts for the transmitter’s effective radiated power in the target

direction and the spreading and absorptive losses of the transmitter-to-target pro-
pagation path and gij

t;2 accounts for the target reflectivity, spreading and absorptive
losses of the target-to-receiver propagation path and the receiver antenna’s effec-
tive aperture in the target direction. Both gij

d and gij
t are assumed to include random

phase terms that result from carrier propagation, random target reflectivity, and the
use of distributed receivers that are not calibrated to a common phase reference.

Finally, observe that the signal ui can represent either a continuous-wave
(high-duty cycle) signal or a pulse train, and it is assumed the target reflectivity is
constant per transmit–receive pair over the processing interval (i.e., slowly fluctu-
ating). If this assumption is thought to be invalid, the model in (19.5) can be tri-
vially extended to the fast-fluctuating reflectivity case by dividing the surveillance
signal into multiple sub-intervals indexed by k ¼ 0 . . .K � 1 and giving each its
own channel coefficient, gij

t;k , and waveform, ui
k . This does not alter the basic form

of the resulting detector.
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19.2.2 Active MIMO radar
Figure 19.7 depicts the ijth bistatic pair in an AMR network. AMR networks are
distinguished from PMR networks by the use of cooperative transmitters that transmit
known signals. The transmitters are often co-located with the receivers, although this
is not necessarily true. The transmit signals are designed to be orthogonal (or nearly
orthogonal) in the time, frequency, Doppler, or code domains, so that they can be
isolated on receive [30]. Here, it is assumed the transmit signals are perfectly isolated
on receive, regardless of the approach used to implement signal orthogonality.

Similar to the procedure described previously for PMR networks, each bistatic
target-path signal is isolated into a surveillance channel by beamforming in the
anticipated target direction and applying operations appropriate to the method used
to achieve signal orthogonality. The resulting complex baseband surveillance
signal associated with the ith transmitter at the jth receiver is given by

sij
s ¼ gij

t Dij
t ui þ nij

s ; (19.13)

where the terms in (19.13) are the same as in the PMR case. Note that in the context
of pulsed operation, ui represents an entire pulse train. Note also that the direct-path
signal is excluded in (19.13) in comparison to the PMR signal model in (19.5)
[24,26]. This is because the direct-path signal is unnecessary as a signal-processing
reference due to the use of known transmit signals. Furthermore, any incident
direct-path signal can be excluded from the surveillance channel by spatial nulling
during surveillance channel beamforming, or simply by receiver blanking during
direct-path signal incidence in the context of pulsed operation.

19.2.3 Passive source localization
A PSL sensor network consists of Nr distributed receivers that intercept Nt target-
emitted signals to detect and localize targets. Figure 19.8 depicts the geometry of
the ijth bistatic pair in a PSL sensor network, which consists of the ith transmitted
signal and the jth receiver. Note that typically only a single emission is intercepted
ðNt ¼ 1Þ, but multiple frequency-channelized signals are possible. Unlike PMR
and AMR networks, PSL networks detect target-emitted rather than target-scattered
signals. Like PMR networks but unlike AMR networks, the exact forms of the
detected signals are a priori unknown to the PSL system. The jth receiver beamforms

jth Rx 

ith Tx 

Target 

γt,2 Dt,2
ij ij

γt,1 Dt,1
ij ij

Figure 19.7 Geometry of the ijth bistatic pair in a AMR network
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in the anticipated target direction and channelizes the intercepted signal in frequency.
The resulting ith complex baseband signal at the jth receiver is given by

sij
s ¼ gij

t;2Dij
t;2 ui þ nij

s ; (19.14)

where ui is the unknown transmit signal, Dij
t;2 accounts for the delay and Doppler

shift of the target-to-receiver propagation channel and the channel coefficient gij
t;2

accounts for the transmitter’s effective radiated power in the receiver direction rather
than the target’s complex reflectivity as previously for PMR and AMR networks.

19.3 Centralized GLRT detection

19.3.1 Passive MIMO radar
The PMR detection problem involves discriminating between the presence or
absence of a target within a hypothesized Cartesian position–velocity cell under
test, p; _pÞð , where p and _p are the hypothesized position and velocity, respectively.
This problem may be formulated in terms of the received signals in (19.5) as a
binary hypothesis test between alternative H1ð Þ and null H0ð Þ hypotheses,

H1 : sij
s ¼ gij

t Dij
p ui þ nij

s

sij
r ¼ gij

d Dij
d ui þ nij

r

H0 : sij
s ¼ nij

s

sij
r ¼ gij

dDij
d ui þ nij

r ;

(19.15)

for i ¼ 1; . . .;Nt and j ¼ 1; . . .;Nr. Note that Dij
p ¼ Dðtij

p ; nij
pÞ, where tij

p and nij
p are

the bistatic delay and Doppler of p; _pÞð with respect to the ith transmitter and jth
receiver. Equation (19.15) is a composite hypothesis test between two composite
hypotheses. Under H1, the joint probability density function of the reference and

surveillance channels is parameterized by the unknown channel coefficients gij
t and

gij
d as well as the unknown transmit signal ui. Similarly, under H0, this distribution

is parameterized by gij
d and ui. It is shown in [6] that a GLRT for this test, in which

these unknown parameters are replaced by their maximum likelihood estimates in
the likelihood ratio test, is given by

xpmr ¼
1
s2

XNt

i¼1

�
l1 Gi

1

� �� l1 Gi
rr

� ��
≷
H1

H0

kpmr; (19.16)

ith Tx
jth Rx 

γt,2 Dt,2
ij ij

Figure 19.8 Geometry of the ijth transmitter–receiver pair in a PSL network
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where l1ð�Þ denotes the largest eigenvalue of its matrix argument, Gi
1 2 C2Nr�2Nr is

a Gram matrix with block structure

Gi
1 ¼

Gi
ss ðGi

rsÞH

Gi
rs Gi

rr

" #
; (19.17)

Gi
ss, Gi

rr and Gi
rs 2 CNr�Nr are defined

Gi
ss ¼

k~si1
s k2 h~si1

s ;~s
i2
s i � � � h~si1

s ;~s
iNr
s i

h~si2
s ;~s

i1
s i k~si2

s k2 ..
.

..

. . .
. ..

.

h~siNr
s ;~si1

s i � � � � � � k~siNr
s k2

2
6666664

3
7777775; (19.18)

Gi
rr ¼

k~si1
r k2 h~si1

r ;~s
i2
r i � � � h~si1

r ;~s
iNr
r i

h~si2
r ;~s

i1
r i k~si2

r k2 ..
.

..

. . .
. ..

.

h~siNr
r ;~si1

r i � � � � � � k~siNr
r k2

2
6666664

3
7777775; (19.19)

Gi
rs ¼

h~si1
r ;~s

i1
s i h~si1

r ;~s
i2
s i � � � h~si1

r ;~s
iNr
s i

h~si2
r ;~s

i1
s i h~si2

r ;~s
i2
s i ..

.

..

. . .
. ..

.

h~siNr
r ;~si1

s i � � � � � � h~siNr
r ;~siNr

s i

2
6666664

3
7777775; (19.20)

where ~sij
s is the ijth surveillance signal sij

s after delay-Doppler compensation to
remove the bistatic delay and Doppler shift associated with the hypothesized target
position–velocity state,

~sij
s ¼ �Dij

p

�H
sij

s : (19.21)

~sij
s is the ijth reference signal sij

r after delay-Doppler compensation to remove the
known direct-path delay and Doppler shift,

~sij
r ¼ Dij

d

� �H
sij

r (19.22)

and h�; �i is the inner product hx; yi ¼ xH y.

19.3.1.1 Relationship to cross-ambiguity function processing
Before moving on to the GLRTs for the AMR and PSL sensor networks, let us first
take a closer look at the PMR test statistic xpmr in (19.16). Insight into the types of
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signal processing represented by this statistic is obtained by examining the ele-
ments of Gi

1 in (19.17). Consider, first, the off-diagonal block matrix Gi
rs, for which

the jkth element is given by

Gi
rs

� 	
jk
¼ h~sij

r ;~s
ik
s i: (19.23)

This inner product represents the correlation of the reference signal measured at the
jth receiver with the surveillance signal measured at the kth receiver, both with
respect to the ith transmit channel, and both after appropriate delay-Doppler com-
pensation. This scalar value can be expressed in terms of the CAF between the
aforementioned reference and surveillance signals by expanding (19.23) as follows:

Gi
rs

� 	
jk
¼ h~sij

r ;~s
ik
s i (19.24)

¼
��Dij

d

�H
sij

r

�H��Dik
p

�H
sik

s

�
(19.25)

¼ Dik
p Dij

d

� �H
sij

r

� �H
sik

s

� �
(19.26)

¼ e
j2pnij

d

�
tik

p �tij
d

�
D
�
tik

p � tij
d|fflfflfflffl{zfflfflfflffl}

¼Dti;jk
pd

; nik
p � nij

d|fflfflfflffl{zfflfflfflffl}
¼Dni;jk

pd

�
sij

r

0
BBB@

1
CCCA

H

sik
s (19.27)

¼ e�j2pnij
dDt

i;jk
pd D Dti;jk

pd ;Dn
i;jk
pd

� �
sij

r

� �H
sik

s (19.28)

¼ e�j2pnij
dDt

i;jk
pd ci;jk

rs Dti;jk
pd ;Dn

i;jk
pd

� �
; (19.29)

where Dti;jk
pd ¼ tik

p � tij
d and Dni;jk

pd ¼ nik
p � nij

d denote the relative delay and relative

Doppler shift between the ikth hypothesized target-path signal and the ijth direct-
path signal, respectively, and ci;jk

rs Dt;Dnð Þ is the RS-CAF between the ijth reference
channel and the jkth surveillance channel at delay Dt and Doppler Dn,

ci;jk
rs Dt;Dnð Þ ¼

XL�1

l¼0

sik
s

� 	
l

sij
r

� 	�
l�Dtfs

e�j2p Dn=fsð Þ l: (19.30)

In other words, the inner product h~sij
r ;~s

ik
s i can be obtained by sampling the RS-CAF

between the ith reference signal of the jth receiver and the ith surveillance channel
of the kth receiver at the relative delay and Doppler (with respect to the direct-path
delay and Doppler) associated with the hypothesized Cartesian position–velocity
cell under test, and multiplying by a known unimodular complex scale factor.
Observe that once ci;jk

rs is calculated, the jkth entry of Gi
rs can be populated by

appropriately sampling this RS-CAF as the cell under test is varied over a space of
hypothesized position–velocity target states. The reference–surveillance correla-
tions represented by the entries of Gi

rs are either co-receiver or cross-receiver
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depending on whether the reference and surveillance signals are measured at the
same j ¼ kð Þ or different j 6¼ kð Þ receivers. This connects the GLRT test statistic in
(19.16) with conventional passive radar detection processing, which is based upon
calculation of co-receiver RS-CAFs for each bistatic pair.

Next, consider the diagonal block matrix Gi
ss. The jkth element of this matrix is

the inner product between the surveillance signals associated with the ith transmit
channel measured at the jth and kth receivers,

Gi
ss

� 	
jk
¼ h~sij

s ;~s
ik
s i: (19.31)

Observe that the diagonal entries ( j ¼ k) reduce to the surveillance signal energy,

Gi
ss

� 	
jj
¼ k~sij

s k2 ¼ ksij
s k2: (19.32)

It can be shown that the off-diagonal terms j 6¼ kð Þ can be expressed in terms of a
CAF between surveillance signals,

Gi
ss

� 	
jk ¼ e�j2pnij

pDt
i;jk
pp ci;jk

ss Dti;jk
pp ;Dn

i;jk
pp

� �
; (19.33)

where Dti;jk
pp ¼ tik

p � tij
p is the time-difference of arrival (TDOA) between the

hypothesized target-path signals at the jth and kth receivers, Dni;jk
pp ¼ nik

p � nij
p is the

frequency-difference of arrival (FDOA) between the hypothesized target-path sig-
nals at the jth and kth receivers and ci;jk

ss Dt;Dnð Þ is the surveillance–surveillance
CAF (SS-CAF) between the ith surveillance channels of the jth and kth receivers
evaluated at TDOA Dt and FDOA Dn,

ci;jk
ss Dt;Dnð Þ ¼

XL�1

l¼0

sik
s

� 	
l sij

s

� 	�
l�Dtfs

e�j2p Dn=fsð Þ l: (19.34)

Note that the off-diagonal entries represent cross-receiver surveillance–surveillance
correlations. Observe that once ci;jk

ss is calculated, the jkth entry of Gi
ss can be

populated by appropriately sampling this SS-CAF as the cell under test is varied
over a space of hypothesized target position–velocity states.

Finally, consider the diagonal block matrix Gi
rr. The jkth element of this matrix

is the inner product between the delay-Doppler compensated reference signals
associated with the ith transmit channel measured at the jth and kth receivers,

Gi
rr

� 	
jk
¼ h~sij

r ;~s
ik
r i: (19.35)

As seen previously for the entries of Gi
ss, the diagonal entries j ¼ kð Þ of Gi

rr also
reduce to the signal energy,

Gi
rr

� 	
jj
¼ ksij

r k2 (19.36)

and the off-diagonal entries j 6¼ kð Þ can be expressed in terms of reference–reference
CAFs (RR-CAFs). However, the entries of Gi

rr do not depend on the hypothesized
cell under test because the reference signals that do not vary between hypotheses.
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Therefore, it is more efficient to directly calculate the inner products in (19.35) to
populate Gi

rr than to calculate and sample the relevant RR-CAFs.

19.3.2 Active MIMO radar
The AMR detection problem may be formulated as a binary hypothesis test
between a simple null hypothesis and a composite alternative hypothesis. Specifi-
cally, using the signal model in (19.13),

H1 : sij
s ¼ gij

t Dij
p ui þ nij

s

H0 : sij
s ¼ nij

s ;
(19.37)

for i ¼ 1; . . .;Nt and j ¼ 1; . . .;Nr. In comparison to the PMR detection hypothesis
test in (19.15), each transmit signal ui is known rather than unknown, and there is
no longer a reference signal under either hypothesis. Regarding the channel coef-
ficients gij

t

� �
as deterministic unknowns, the resulting GLRT is given by

xamr ¼
1
s2

XNt

i¼1

XNr

j¼1

 ui
� �H

~sij
s

2 ≷
H1

H0

kamr; (19.38)

The statistic xamr is formed by: (a) delay-Doppler compensating the surveillance
signal to remove the delay and Doppler shift due to bistatic propagation with
respect to the hypothesized target position–velocity cell under test; (b) taking the
inner product with the known transmit signal; and (c) non-coherently integrating
across bistatic transmitter–receiver pairs. These signal-processing operations are
commonly found in the structure of AMR detectors [24,26].

19.3.3 Passive source localization
The PSL detection problem may be formulated by a composite hypothesis test that
is similar to (19.37) except that the channel is direct rather than bistatic, and the
transmit signals uif g are unknown rather than known,

H1 : sij
s ¼ gij

t;2Dij
p;2 ui þ nij

s

H0 : sij
s ¼ nij

s ;
(19.39)

for i ¼ 1; . . .;Nt and j ¼ 1; . . .;Nr. Regarding the channel coefficients fgij
t;2g and

transmit signals uif g as deterministic unknowns, the resulting GLRT is given by [28]

xpsl ¼
1
s2

XNt

i¼1

l1 Gi
ss

� �
≷
H1

H0

kpsl; (19.40)

where the Gram matrix Gi
ss is defined in (19.18).

19.3.4 Detector comparisons
Table 19.1 compares the PMR, AMR, and PSL GLRT detectors in terms of the
types of correlation exploited by each. As discussed in Section 19.3.1.1, the PMR
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detector exploits both co- and cross-receiver reference–surveillance correlations,
cross-receiver surveillance–surveillance correlations and cross-receiver reference–
reference correlations. In comparison, the AMR detector exploits only reference–
surveillance correlations via matched filtering.3 In contrast, the PSL detector
exploits only cross-receiver surveillance–surveillance correlations through
calculation of the elements of Gi

ss, which is a sub-block of Gi
1. Since the PMR

detector exploits both reference–surveillance and surveillance–surveillance
correlations, it is reasonable to expect that it might exhibit characteristics of
the AMR and PSL detectors under some circumstances. The simulation results
presented in Sections 19.4 and 19.5 explore this relationship with regard to
detection sensitivity and ambiguity.

19.3.5 Probability distributions
This section briefly discusses the probability distributions of the GLRT test sta-
tistics xpmr, xamr and xpsl. The distributions of xamr and xpsl are known exactly,
while the exact distribution of xpmr is unknown but can be approximated under
conditions that are common in practice. First, consider xamr. It is shown in [6] that
xamr follows the non-central and central chi-squared distributions under H1 and H0,
respectively. Next, consider xpsl. The matrix Gi

ss is a complex Wishart matrix that is
non-central with rank-1 non-centrality matrix under H1 and central under H0 [31].
Consequently, the exact distributions of xpsl can be found under H0 and H1 using
results provided in [32].

Finally, consider the PMR statistic xpmr. The matrices Gi
1 and Gi

rr are complex
Wishart distributed with rank-1 non-centralities under both hypotheses, yet the exact
distribution of xpmr does not appear to be known. However, xpmr approaches xamr

under two conditions that are common in practice [6]. The first condition is that the
average direct-path SNR across receivers is high (approximately �10 dB) with

3Note that there is no distinction between co-receiver and cross-receiver reference–surveillance corre-
lations for the AMR detector due to its use of known replicas of the transmitted signal (i.e., perfect
references) in the matched filtering operation.

Table 19.1 GLRT detector comparison

Network GLRT test statistic Ref–surv Surv–surv Ref–ref

PMR s1=2
XNt

i¼1

�
l1 Gi

1

� �� l1 Gi
rr

� ��
Yes Yes Yes

AMR s1=2
XNt

i¼1

XNr

j¼1

j ui
� �H

~sij
s j2 Yes No No

PSL s1=2
XNt

i¼1

l1 Gi
ss

� �
No Yes No
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respect to each transmit channel. Mathematically, SNRi
r � 10 dB for all i, where

SNRi
r is the average input direct-path SNR across all reference channels associated

with the ith transmitter,

SNRi
r ¼

1
Nr

XNr

j¼1

jgij
d j2
s2

: (19.41)

Note that jgij
d j2=s2 is the input direct-path SNR in the ijth reference channel. The

second condition is that the average direct-path-to-target-path power ratio is high
(approximately �10 dB) with respect to each transmit channel. Mathematically,
�ri � 10 dB for all i, where �ri denotes the ratio of the average direct-path power to
the average target-path power across receivers with respect to the ith transmit
channel,

�ri ¼

PNr

j¼1
jgij

d j2

PNr

j¼1
jgij

t j2
¼ SNRi

r

SNRi
s

; (19.42)

where SNRi
s is the average input target-path SNR across all surveillance channels

associated with the ith transmitter,

SNRi
s ¼

1
Nr

XNr

j¼1

jgij
t j2
s2

: (19.43)

Note that jgij
t j2=s2 is the input target-path SNR in the ijth surveillance channel.

These two conditions are often satisfied in practice because incident direct-path
signals are often quite strong and many orders of magnitude stronger than their
respective target-path signals. Therefore, xpmr is approximately non-central and
central chi-squared distributed under H1 and H0, respectively, under these
conditions.

It is interesting to note that the distributions of xamr, xpsl and xpmr can be
shown to depend on only SNRi

s, SNRi
r (xpmr only), Nt, Nr and signal energy

kuik2 ¼ L [6]. Two significant conclusions follow from this result. First, under
the mathematical signal model assumed in the preceding development (i.e.,
single-target environment, perfect isolation of target-path and direct-path signals
and perfect interference cancelation), detection sensitivity does not depend on
the specific waveform ui, but only the energy of the received signals. This is a
well-known result in active radar, in which the peak output of the matched filter
is a function of the signal’s energy and not its shape [33]. Second, detection
sensitivity does not depend on the specific target-path and direct-path SNRs at
individual receivers but only the average target-path and direct-path SNRs across
all receivers.
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19.4 Detection sensitivity

This section compares the detection sensitivity of the PMR, AMR and PSL GLRTs
via numerical simulation. Recall from the discussion in Section 19.3.4 that SNRi

s,
SNRi

r and signal length L are primary drivers of PMR GLRT detection sensitivity.
The following simulations illustrate how the performance of each detector varies
with these parameters. After introducing the simulation scenario in Section 19.4.1,
SNRi

s and SNRi
r are investigated in Section 19.4.2 and L in Section 19.4.3.

19.4.1 Simulation scenario
The simulation scenario consists of Nt ¼ 2 transmitters and Nr ¼ 3 receivers. The
transmit signals are defined by ui ¼ exp jqi

� �
, where qi 2 R

L�1 is a random phase
vector with independent and identically distributed (i.i.d.) elements uniformly

distributed on 0; 2p½ �. Note that kuik2 ¼ L, as discussed in Section 19.2.1. Each
receiver is assumed to isolate the direct-path and target-path signals into reference
and surveillance signals, respectively, according to the signal model in (19.5). Each

direct-path channel coefficient gij
d is randomly drawn from a CN 0; 1ð Þ distribution

on each trial under H0 and H1, and then the set gij
d : j ¼ 1; . . .;Nr

� �
is scaled by a

common factor to achieve a desired SNRi
r according to (19.41). The target-path

channel coefficients gij
t

� �
are similarly drawn and scaled to achieve a desired SNRi

s

according to (19.43) on each H1 trial. For convenience, it is assumed that
SNRi

s ¼ SNRs for all i, i.e., the average surveillance channel target-path SNR
across receivers is the same for each transmit channel. It is similarly assumed that
SNRi

r ¼ SNRr for all i. Note that SNRr and SNRs represent the average input
target-path and direct-path SNRs within the surveillance and reference channels
(i.e., before processing gain). Consequently, they are labelled ‘Input SNRr’ and
‘Input SNRs’ on all figures. Detection thresholds are empirically set to achieve a
probability of false alarm ðPfaÞ of 10�3 using 105 trials under H0. The probability
of detection is calculated using 104 trials under H1 for each test point.

As discussed in Section 19.3.5, the detection sensitivities of the PMR, AMR
and PSL GLRT detectors do not depend on the specific transmit waveform ui, and
they depend on the channel coefficients fgij

dg and fgij
t g only through SNRr and

SNRs. Consequently, the detection curves for these detectors apply for any wave-
form ui such that kuik2 ¼ L, and for any channel coefficients that produce a given
SNRr and SNRs. Note that this implies that the detectors are formulated irrespec-
tive of distributions imposed on these variables. Nonetheless, in this simulation, the
channel coefficients are randomly varied across trials in order to simulate the
effects of non-isotropic target reflectivity and non-phase synchronized receivers.

19.4.2 Dependence on reference and surveillance SNR
Figure 19.9 depicts probability of detection Pdð Þ curves as a function of SNRs for
SNRr ¼ �30;�10;þ10f g dB and received signal length L ¼ 100. The detection
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sensitivity of the PMR GLRT improves with increasing SNRr, while the sensitivities
of the AMR and PSL do not depend on SNRr. This dependence on SNRr is shown
more clearly in Figure 19.10, which depicts the PMR GLRT Pd as a function of both
SNRr and SNRs. It also depicts Pd ¼ 0:9 iso-contours for all considered detectors.
This figure shows that the detection sensitivity of the PMR detector appears to
asymptote with SNRr when SNRr > 10 dB and SNRr < �30 dB and varies
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Figure 19.9 Pd curves as a function of SNRs for a scenario with Nt ¼ 2
transmitters, Nr ¼ 3 receivers and L ¼ 100 samples per
received signal
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smoothly between these limits at intermediate SNRr values. In the high-SNRr

asymptotic region (SNRr > 10 dB), the sensitivity of the PMR GLRT is benefitted
by exploiting high-quality direct-path references, and its sensitivity asymptotes
with the sensitivity of the AMR GLRT. In the low-SNRr asymptotic region
(SNRr < �30 dB), the PMR GLRT no longer benefits from direct-path reference
signals and its sensitivity asymptotes near the sensitivity of the PSL GLRT.

19.4.3 Dependence on signal length
Detection sensitivity also depends on the received signal length L. Figure 19.11
depicts a figure identical to Figure 19.10 except that L ¼ 1;000 rather than
L ¼ 100, which reflects a processing interval that is ten times longer than pre-
viously. In comparison, the PMR and AMR detectors are 10 dB more sensitive
in the high-SNRr asymptotic region than previously. This integration gain is
consistent with a coherent integration process. In the low-SNRr asymptotic region,
the PMR and PSL detectors are both approximately 5.4 dB more sensitive than
previously, which is consistent with a non-coherent integration process. This dis-
tinction between coherent and non-coherent integration may be understood by
recognizing that reference–surveillance correlations, which are significant in the
high-SNRr region, involve one noisy surveillance signal and one nearly noiseless
reference signal (under high direct-path SNR conditions), while surveillance–
surveillance correlations, which are significant in the low-SNRr region, always
involve two noisy surveillance signals.
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Figure 19.10 PMR GLRT Pd as a function of SNRs and SNRr for Nt ¼ 2,
Nr ¼ 3 and L ¼ 100. Pd ¼ 0:90 iso-contours are also shown
for all considered detectors
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Comparison of Figures 19.10 and 19.11 reveals a consistent relationship
between the sensitivities of the PMR, AMR and PSL detectors. Figure 19.12 shows
that this relationship holds as L is increased in roughly 5 dB increments from L ¼ 1
to L ¼ 10;000. Lines of constant average power ratio between reference and
surveillance signals, �r ¼ SNRr=SNRs, are also depicted. This figure shows that
PMR GLRT performance may be divided into three regions: a high-SNRr region
(SNRr � 0 dB), where PMR sensitivity asymptotes with AMR sensitivity; a low-�r
region (�r � �5 dB), where PMR sensitivity asymptotes slightly below PSL
sensitivity; and a transition region between them.

19.4.4 Discussion
The preceding results have the following interpretations. First, PMR detection
sensitivity approaches AMR detection sensitivity when SNRr is positive, and the
PMR detector exploits both co-receiver and cross-receiver reference–surveillance
correlations. This defines a high direct-path SNR region in which reference–
surveillance correlations are the primary contributors to detection sensitivity,
and the sensitivity improves coherently with increasing signal length. This is
consistent with the result in Section 19.3.5, which states that the distribution of
xpmr approaches that of xamr under high direct-path SNR and high-�r conditions.
Second, PMR detection sensitivity approximates PSL detection sensitivity when
the average power ratio, �r, falls below approximately �5 dB, i.e., when the
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Figure 19.11 PMR GLRT Pd as a function of SNRs and SNRr for Nt ¼ 2,
Nr ¼ 3 and L ¼ 1;000. Pd ¼ 0:90 iso-contours are also shown
for all considered detectors
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average target-path SNR exceeds the average direct-path SNR by approximately
5 dB. In this region, surveillance–surveillance correlations are the primary con-
tributors to detection sensitivity, and sensitivity improves non-coherently with
increasing signal length. Finally, PMR sensitivity varies between PSL and AMR
sensitivity when SNRr � 0 dB and �r � �5 dB. This defines a transition region, in
which reference–surveillance and surveillance–surveillance correlations both
contribute in varying degrees to PMR sensitivity.

19.5 Detection ambiguity

This section compares the ambiguity of the PMR, AMR and PSL GLRT detec-
tors. In contrast to usual discussions of radar ambiguity, which examine the effect
of delay and Doppler mismatch on the matched filter output assuming a given
transmit waveform (i.e., waveform range-Doppler ambiguity), this section
examines the effect of position and velocity mismatch between the hypothesized
target position–velocity state ðp; _pÞ and the actual target state ðt; _tÞ on the indi-
vidual GLRT test statistics. This perspective provides insight into how system
properties, such as the number of receivers and transmitters and their relative
geometries, affect system-level ambiguity in the detection domain, which in
centralized detection processing is Cartesian position–velocity space. None-
theless, system-level ambiguity in Cartesian position–velocity space depends on
waveform ambiguity in delay-Doppler space in that the elements of the Gram
matrices Gi

rs and Gi
ss can be expressed in terms of the ambiguity function (AF) of

the ith transmit waveform ui, defined by

ci Dt;Dnð Þ ¼
XL�1

l¼0

ui
� 	

l ui
� 	�

lþDtfs
e j2p Dn=fsð Þ l: (19.44)

The relationship between system-level ambiguity and waveform ambiguity is dis-
cussed in Section 19.5.1. Following this, the simulation scenario is introduced in
Section 19.5.2. Finally, the ambiguity responses of the AMR, PSL and PMR
detectors in the given scenario are illustrated and compared in the remaining
sections.

19.5.1 Dependence on waveform ambiguity
First, consider the jkth element of Gi

rs,

Gi
rs

� 	
jk
¼ h~sij

r ;~s
ik
s i: (19.45)

The delay-Doppler compensated reference signal ~sij
r can be expressed using (19.5)

and (19.22), and ignoring receiver noise, as

~sij
r ¼

�
Dij

d

�H
sij

r ¼ gij
d

�
Dij

d

�H
Dij

d ui ¼ gij
d ui: (19.46)
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Similarly, the delay-Doppler compensated surveillance signal ~sik
s can be expressed

using (19.5) and (19.21), and ignoring receiver noise, as

~sik
s ¼ Dik

p

� �H
sik

s ¼ gik
t Dik

p

� �H
Dik

t ui: (19.47)

Substituting (19.46) and (19.47) into (19.45), recalling that Dik
p ¼ Dðtik

p ; nik
p Þ and

Dik
t ¼ Dðtik

t ; nik
t Þ, and simplifying gives

Gi
rs

� 	
jk
¼
D
gij

d ui; gik
t DH tik

p ; n
ik
p

� �
D
�
tik

t ; n
ik
t

�
ui
E

(19.48)

¼ c1

�
gij

d

��
gik

t D tik
p � tik

t ; n
ik
p � nik

t

� �
ui

� �H
ui (19.49)

¼ c1

�
gij

d

��
gik

t ci tik
t � tik

p ; n
ik
t � nik

p

� �
; (19.50)

where c1 is a unit-modulus phase term. Noting that ci Dt;Dnð Þ peaks when its
arguments are zero leads to the following iso-range and iso-Doppler conditions:

tik
p ¼ tik

t and nik
p ¼ nik

t : (19.51)

In words, Gi
rs

� 	
jk peaks at hypothesized target position–velocity states for which (a)

the hypothesized bistatic delay equals the actual target bistatic delay, and (b) the
hypothesized bistatic Doppler equals the actual target bistatic Doppler. This is
representative of the processing associated with each bistatic pair in active multi-
static and MIMO radar, which localize targets along contours of constant bistatic
range and bistatic Doppler [34,35].

Next, consider the jkth element of Gi
ss. It can be shown using a procedure

similar to that used previously for Gi
rs that

Gi
ss

� 	
jk ¼ c2

�
gij

t

��
gik

t ci Dti;jk
p � Dti;jk

t ; Dni;jk
p � Dni;jk

t

� �
; (19.52)

where Dtjk
p and Dtjk

t are the TDOAs of the hypothesized and actual target signals
with respect to the jth and kth receivers, respectively, given by

Dti;jk
p ¼ tij

p � tik
p (19.53)

Dti;jk
t ¼ tij

t � tik
t (19.54)

Dni;jk
p and Dni;jk

t are the FDOAs of the hypothesized and actual target signals with
respect to the ith transmit channel and jth and receivers, respectively, given by

Dni;jk
p ¼ nij

p � nik
p (19.55)

Dni;jk
t ¼ nij

t � nik
t (19.56)
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and c2 is a unit-modulus phase term. Again, noting that ci Dt;Dnð Þ peaks when its
arguments are zero leads to the following iso-TDOA and iso-FDOA conditions:

Dtjk
p ¼ Dtjk

t and Dni;jk
p ¼ Dni;jk

t : (19.57)

In words, the magnitude of Gi
ss

� 	
jk peaks when the hypothesized TDOA equals the

actual target TDOA and the hypothesized FDOA equals the actual target FDOA.
This is representative of PSL networks, which localize targets along contours of
constant TDOA and FDOA [27,36].

The previous analysis considered only the elements of Gi
rs and Gi

ss, and it is not
immediately clear how these entries affect the statistic xpmr, which is a function of
the largest eigenvalue of Gi

1, of which Gi
rs and Gi

ss are sub-blocks. However, the
simulation results presented in this section confirm that the salient ambiguity
properties of xpmr (as well as those of xamr and xpsl) can be explained in terms of the
preceding iso-range/iso-Doppler and iso-TDOA/iso-FDOA conditions.

19.5.2 Simulation scenario
The ambiguity simulation scenario has two stationary transmitters at 0:5; 4½ � km
and �0:5;�4½ � km, three stationary receivers at �4; 2½ � km, �4; 0:5½ � km and
�4;�2:5½ � km and a target at t ¼ 4; 0½ � km. For clarity and brevity, the target is

stationary, _t ¼ 0, rather than moving. The transmitters have carrier frequencies of
8.0 and 8.1 GHz. Complex baseband signals sij

s and sij
r are simulated according to

(19.5) with sampling rate fs ¼ 500 kHz, length T ¼ 2 ms and ui ¼ exp jqi
� �

,
where qi 2 R

L�1 is a random phase vector with i.i.d. elements uniformly distributed
on 0; 2p½ � and length L ¼ fsT ¼ 1;000. Note that ui is critically sampled, i.e.,
fs ¼ B, where B is the bandwidth of ui in Hertz; consequently, L equals the time-
bandwidth product TB. Figure 19.13 depicts the normalized AF for one of the
signals in the present scenario as a function of delay mismatch Dt and Doppler
mismatch Dn. As shown, delay resolution is 1=fs ¼ 2 ms, Doppler resolution is
1=T ¼ 500 Hz, and the average AF floor is 10 log10ðLÞ 	 30 dB below the main-
lobe peak. For clarity, the target-path channel coefficients are made equal across all
bistatic pairs, gij

t ¼ gt for all i and j, so that each bistatic pair contributes equally to
the detection statistic and its ambiguity response. Similarly, gij

d ¼ gd for all i and j.
The specific values of gt and gd are chosen to achieve desired values of SNRs and
SNRr, respectively.

19.5.3 AMR ambiguity
First, consider the AMR detector. Figure 19.14 illustrates the ambiguity response of
the AMR GLRT as a function of the hypothesized position p ¼ px; py

� 	
when the

hypothesized velocity is matched to the target velocity, _p ¼ _t ¼ 0. Both isotropic
(Figure 19.14(a)) and directional (Figure 19.14(b)) antennas are used to form sur-
veillance channels from the incident target-path signals. In the directional antenna
case, the surveillance channels are formed by steering a six-element uniform linear
array with approximately l=2 element spacing at each hypothesized target position.

874 Novel radar techniques and applications – volume 1



The target-path channel coefficients are scaled so that each input SNR is �15 dB
after surveillance channel formation, i.e., jgij

t j2=s2 ¼ �15 dB. According to
Figure 19.11, this SNR is 10 dB higher than the SNR required to achieve 90%
probability of detection, which accounts for the well-resolved ambiguity responses
in Figure 19.14.

In both the isotropic and directional cases, the response xamr peaks at the true
target position, and it exhibits ridges along the iso-range ellipses associated with
each of the six bistatic pairs in the system (denoted by dashed blue lines). For a
given bistatic pair, an ellipse is generated at the hypothesized positions that
satisfy the iso-range and iso-Doppler conditions in (19.51). This ellipse has foci
at the transmitter and receiver positions and major axis equal to the bistatic range
of the target. In the case of isotropic antennas, each ellipse is seen in its entirety;
in the case of directional antennas, each ellipse is spatially filtered due to the
roll-off of the directional antenna patterns as they are steered away from
the true target position. Note that the thickness of the iso-range contours is a
function of the waveform bandwidth. Wider bandwidths would result in narrower
iso-contours.

19.5.4 PSL ambiguity
Next, consider the PSL detector. Figure 19.15 illustrates the ambiguity response of
the PSL GLRT detector as a function of the hypothesized position p when the
hypothesized velocity is matched to the target velocity, _p ¼ _t ¼ 0. In this scenario,
the target emits two signals that are intercepted and processed by each receiver.
Both isotropic (Figure 19.15(a)) and directional (Figure 19.15(b)) antennas are
used to form surveillance channels from the target-path signals as described
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in Section 19.5.3. The target-path channel coefficients are scaled so that
jgij

t;2j2=s2 ¼ �5 dB, which, according to Figure 19.11, is about 8 dB higher than
the SNR required to achieve 90% probability of detection. Consequently, the
ambiguity responses are well resolved.
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Figure 19.14 AMR ambiguity response using (a) isotropic and (b) directional
antennas. Copyright � 2014 IEEE. Reprinted, with permission,
from [37]
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In both the isotropic and directional cases, the response xpsl peaks at the true
target position. The isotropic antenna response in Figure 19.15(a) exhibits ridges
along the iso-TDOA hyperbolas associated with each of the three distinct receiver–
receiver pairs (denoted by red dash-dotted lines). For each receiver–receiver pair, a
hyperbola is generated at the hypothesized positions that satisfy the iso-TDOA and
iso-FDOA conditions in (19.57). This hyperbola has foci at the receiver locations,
and the points of the hyperbola have a TDOA with respect to the two receivers
equal to the TDOA of the target-path signal. In the directional antenna case, these
ridges are spatially filtered around the true target location due to the steering of
each antenna array at each hypothesized position. In comparison, the mainlobe of
the PSL ambiguity response is larger than the mainlobe of the AMR ambiguity
response, and the sidelobes of the PSL response are significantly higher (notice the
difference in the dB colour scale).

19.5.5 PMR ambiguity
Finally, consider the PMR detector. Figure 19.16 depicts the ambiguity response of
the PMR GLRT at ðSNRs; SNRrÞ ¼ ð�15; 15Þ dB, ð�10;�10Þ dB and ð�5;�35Þ
dB. These points, depicted in Figure 19.11 by black stars, are within the high-
SNRr, transition and low-�r regions, respectively. A directional antenna is used to
form reference and surveillance channels according to (19.5). Each point is at least
8 dB above the SNRs required by the PMR GLRT at that SNRr to achieve
Pd ¼ 0:90. Consequently, well-defined peaks in xpmr are expected at the true target
state ðt; _tÞ.

Consider, first, ðSNRs; SNRrÞ ¼ ð�15; 15Þ dB, which is within the high direct-
path SNR region and depicted in Figure 19.16(a) and (b). The PMR ambiguity
response exhibits ridges along each of the six bistatic ellipses, as seen previously
for the AMR detector. In fact, comparison of Figure 19.16(a) with Figure 19.14(b)
shows that the PMR and AMR ambiguity responses are nearly identical. This
demonstrates that reference–surveillance correlations determine the ambiguity
characteristics of the PMR GLRT in this region. As seen previously with detection
sensitivity, this result is expected because xamr and xpmr become equivalent under
high-SNRr and high-�r conditions.

Next, consider ðSNRs; SNRrÞ ¼ ð�5;�35Þ dB, which is within the low-�r
region and depicted in Figure 19.16(e) and (f). In this region, the PMR ambiguity
response is aligned with the iso-TDOA contours associated with the receiver–
receiver pairs in the system, as seen previously with the PSL ambiguity response.
This demonstrates that surveillance–surveillance correlations determine the ambi-
guity characteristics of the PMR GLRT in this region.

Finally, consider ðSNRs; SNRrÞ ¼ ð�10;�10Þ dB, which is within the tran-
sition region and shown in Figure 19.16(c) and (d). In this case, the ambiguity
response shows ridges along both the iso-range ellipses and the iso-TDOA
hyperbolas. Thus, both reference–surveillance and surveillance–surveillance
correlations contribute to the ambiguity characteristics of the PMR GLRT in this
region.
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19.6 Conclusion

The objective of this chapter was to characterize the detection performance of PMR
networks over the entire reference–surveillance SNR space. The manner in which
this was accomplished is summarized in Figure 19.17. Specifically, it has been
shown through examination of a centralized GLRT for PMR detection, and
comparison with centralized AMR and PSL GLRTs, that PMR sensitivity and
ambiguity performance can be divided into three regions: a high-SNRr region; a
low-�r region; and a transition region between them. These regions are illustrated in
Figure 19.17.

In the high-SNRr region (SNRr � 0 dB), the PMR system has the benefit of
high-quality reference signals, and reference–surveillance correlations determine
the sensitivity and ambiguity properties of the GLRT detector. Consequently,
detection sensitivity improves coherently with increasing signal length, and the
ambiguity properties can be explained in terms of target iso-range and iso-Doppler
conditions. In this region, PMR performance asymptotes with that of AMR
performance, provided that co-receiver and cross-receiver reference–surveillance
correlations are exploited. Note that cross-receiver reference–surveillance correla-
tions, which are only possible in centralized processing, account for the sensitivity
improvement of centralized over decentralized detection architectures in the high-
SNRr region [6].

In the low-�r region (�r � �5 dB), the PMR system has access to only low-
quality reference signals (or none at all), and surveillance–surveillance correlations
determine the sensitivity and ambiguity properties of the GLRT detector in a
manner analogous to PSL sensor networks. Consequently, detection sensitivity
improves non-coherently with increasing signal length, and the ambiguity properties
can be explained in terms of target iso-TDOA and iso-FDOA conditions. Note that
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surveillance–surveillance correlation processing requires centralized processing
and multiple receiver sites; consequently, it is not available in bistatic or single-site
multistatic passive radar topologies. The concept of reference-less PMR networks
that exploit only surveillance–surveillance correlations has recently been explored
[31,38,39].

Finally, within the transition region, the PMR system has access to reference
signals of intermediate quality, and both reference–surveillance and surveillance–
surveillance correlations contribute in varying degrees to the sensitivity and
ambiguity properties of the GLRT detector. In this region, the sensitivity and
ambiguity performance of PMR detection improves smoothly between that of
PSL and AMR networks with increasing reference signal quality. In this way, PMR
networks can be thought of as intermediate to PSL and AMR networks, unifying
them within a common theoretical framework.
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